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## Table of Notations

| $\mathbb{R}$ | the field of real numbers |
| :---: | :---: |
| $\mathbb{R}^{n}$ | the real vector space of real $n-$ vectors |
| $\mathbb{C}$ | the field of complex numbers |
| $\mathbb{C}^{n}$ | the complex vector space of complex $n$ - vectors |
| F | a field (usually $\mathbb{R}$ or $\mathbb{C}$ ) |
| $A, B, C$, etc. | matrices |
| $\mathbb{F}^{m \times n}$ | the set of all $m \times n$ matrices with entries in $\mathbb{F}$. |
| $\mathbb{R}_{+}^{n}$ | the set of all $n$-dimensional real nonnegative vectors |
| $\mathbb{R}_{++}^{n}$ | the set of all $n$-dimensional real positive vectors |
| $\mathbb{H}^{n}$ | the set of $n \times n$ Hermitian matrices |
| $\mathcal{S}^{n}$ | the set of $n \times n$ real symmetric matrices |
| $\mathcal{S}^{n}(\mathbb{C})$ | the set of $n \times n$ complex symmetric matrices |
| $x, y, z$ etc. | column vector; $x=\left(x_{i}\right) \in \mathbb{F}^{n}$ |
| $I_{n}$ | the identity matrix in $\mathbb{F}^{n \times n}$ |
| 0 | zero scalar, vector, or matrix |
| $\bar{A}$ | the matrix of complex conjugates of entries of $A \in \mathbb{C}^{m \times n}$ |
| $A^{T}$ | the transpose of $A \in \mathbb{C}^{m \times n}$ |
| $A^{*}$ | the conjugate transpose of $A \in \mathbb{C}^{m \times n}, A^{*}=\bar{A}^{T}$ |
| $A^{-1}$ | the inverse of a nonsingular $A \in \mathbb{F}^{n \times n}$ |
| $(A)_{p}$ | the $p \times p$ matrix |
| $A_{p \times q}$ | the $p \times q$ matrix |
| $0_{p}$ | the $p \times p$ zero matrix |
| rank $A$ | the rank of $A \in \mathbb{F}^{m \times n}$ |
| Ker $A$ | the kernel of $A \in \mathbb{F}^{m \times n}$ |
| $A \succeq 0$ | matrix $A$ is positive semidefinite |
| $A \succ 0$ | matrix $A$ is positive definite |
| $\operatorname{dim}_{\mathbb{F}} \operatorname{ker} C_{t}$ | the dimension of $\mathbb{F}$-vector space $\operatorname{ker} C_{t}$ |
| $S D C$ | "simultaneously diagonalizable via congruence" or "simultaneous diagonalization via congruence" |
| $S D S$ | "simultaneously diagonalizable via similarity" |
| diag. | diagonal |
| sym. | symmetric |
| invert. | invertible |
| dim | dimension |

## Introduction

Let $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ be a collection of $n \times n$ matrices with elements in $\mathbb{F}$, where $\mathbb{F}$ is the field $\mathbb{R}$ of real numbers or the field $\mathbb{C}$ of complex numbers. If there is a nonsingular matrix $R$ such that $R^{*} C_{i} R$ are all diagonal, the collection $\mathcal{C}$ is then said to be simultaneously diagonalizable via congruence, where $R^{*}$ is the conjugate transpose of $R$ if $C_{i}$ are Hermitian and simply the transpose of $R$ if $C_{i}$ are either complex or real symmetric matrices. Moreover, if there exists a nonsingular matrix $S$ such that $S^{-1} C_{i} S$ is diagonal for every $i=1,2, \ldots, m$ then $\mathcal{C}$ is called simultaneously diagonalizable via similarity, shortly SDS. For convenience, throughout the dissertation we use "SDC" to stand for either "simultaneously diagonalizable via congruence" or "simultaneous diagonalization via congruence" if no confusion will arise. The SDS problem is well-known and is completely solved. But the SDC problem is still open in some senses. The SDC of $\mathcal{C}$ implies that a single change of basis $x=R y$ makes all the quadratic forms $x^{*} C_{i} x$ simultaneously become the canonical forms. Specifically, if $R^{*} C_{i} R=\operatorname{diag}\left(\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i n}\right)$ is the diagonal matrix with diagonal elements $\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i n}$, then $x^{*} C_{i} x$ is transformed to the sum of squares $y^{*}\left(R^{*} C_{i} R\right) y=\sum_{j=1}^{n} \alpha_{i j}\left|y_{j}\right|^{2}$, for $i=1,2, \ldots, m$. This is one of the properties connecting the SDC of matrices with many applications such as variational analysis [31], signal processing [14, 52, 62], quantum mechanics [57], medical imaging analysis [2, 13, 67] and many others, please see references therein. Especially, the SDC suggests a promising approach for solving quadratically constrained quadratic programming (QCQP) [17, 74, 5]. In recent studies by Ben-Tal and Hertog [6], Jiang and Li [37], Alizadeh [4], Taati [54], Adachi and Nakatsukasa [1], the SDC of two or three real symmetric matrices has been efficiently applied for solving QCQP with one or two constraints. Ben-Tal and Hertog [6] showed that if the matrices in the objective and constraint functions are SDC, the QCQP with one constraint can be recast as a convex second-order cone programming (SOCP) problem; the QCQP with two constraints can also be transformed into an equivalent SOCP under the SDC together with additional appropriate assumptions. We know that the convex SOCP is solvable efficiently in polynomial time [4]. Jiang and Li [37] applied the SDC for some classes of QCQP including the generalized trust region subproblem (GTRS), which is exactly the QCQP with one constraint, and its variants. Especially the homogeneous version of QCQP, i.e., when the linear terms in the objective and constraint functions are all zero, is reduced to a linear program if the matrices are SDC. Salahi and Taati [54] derived an efficient algorithm for solving GTRS under the SDC condition. Also under the SDC assumption, Adachi and Nakatsukasa [1] compute the positive definite interval $I_{\succ}\left(C_{0}, C_{1}\right)=\left\{\mu \in \mathbb{R}: C_{0}+\mu C_{1} \succ 0\right\}$ of the matrix pencil and propose an eigenvalue-based algorithm for a definite feasible

GTRS, i.e., the GTRS satisfies the Slater condition and $I_{\succ}\left(C_{0}, C_{1}\right) \neq \emptyset$.
Those important applications stimulate various studies on the problem, that we call the $S D C$ problem in this dissertation. It is to find conditions on $\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ ensuring the existence of a congruence matrix $R$ for the SDC problem of real symmetric matrices [70, 27, 41, 65, 37], the SDC problem of complex symmetric matrices [34, 11] and the SDC problem of Hermitian matrices [74, 7, 34]. However, for the real setting, the best SDC results so far can only solve the case of two matrices while the case of more than two matrices is solved under the assumption of a positive semidefinite matrix pencil [37]. On the other hand, for the SDC problem of complex matrices, including the complex symmetric and Hermitian matrices, can be equivalently rephrased as a simultaneous diagonalization via similarity (SDS) problem [74, 7, 8, 11]. More importanly, the obtained results do not include algorithms for finding a congruence matrix $R$, except for the case of two real symmetric matrices by Jiang and Li [37]. Those unsolved issues inspire us to investigate, in this dissertation, algorithms for determining whether a class $\mathcal{C}$ is SDC and compute a congruence matrix $R$ if it indeed is.

The SDC problem was first developed by Weierstrass [70] in 1868. He obtained sufficient SDC conditions for a pair of real symmetric matrices. Since then, several authors have extended those results, including Muth 1905 [45], Finsler 1937 [18], Albert 1938 [3], Hestenes 1940 [28], and various others. See, for example, [12, 27, 29, 30, 34, $44,65]$. The results for two matrices obtained so far can be shortly reviewed as follows. If at least one of the matrices $C_{1}, C_{2}$ is nonsingular, referred to as a nonsingular pair, suppose it is $C_{1}$, then $C_{1}, C_{2}$ are SDC if and only if $C_{1}^{-1} C_{2}$ is similarly diagonalizable [27], see also [64, 65]. If the non-singularity is not assumed, the obtained SDC results of $C_{1}, C_{2}$ were only sufficient. Specifically,
a) if there exist scalars $\mu_{1}, \mu_{2} \in \mathbb{R}$ such that $\mu_{1} C_{1}+\mu_{2} C_{2} \succ 0$, then $C_{1}, C_{2}$ are SDC [30, 65];
b) if $\left\{x \in \mathbb{R}^{n}: x^{T} C_{1} x=0\right\} \cap\left\{x \in \mathbb{R}^{n}: x^{T} C_{2} x=0\right\}=\{0\}$ then $C_{1}, C_{2}$ are SDC [44, 59, 65].

Actually, the classical Finsler theorem [18] in 1937 indicated that these two conditions a) and b) are equivalent whenever $n \geq 3$. It has to wait until Hoi [74] in 1970 and independently Becker [5] in 1980 for a necessary and sufficient SDC condition for a pair of Hermitian matrices. Unfortunately, when more than two matrices are involved, none of those aforementioned results remains true. In 1990 and 1991, Binding [7, 8] provided some equivalent conditions, which link to the generalized eigenvalue problem and numerical range of Hermitian matrices or to the generalized eigenvalue problem,
for a finite collection of Hermitian matrices to be SDC by a unitary matrix. However, there is still lack of algorithms for finding a congruence matrix $R$. In 2002, HiriartUrruty and M. Torki [29] and then, in 2007, Hiriart-Urruty [30] proposed an open problem to find sensible and "palpable" conditions on $C_{1}, C_{2}, \ldots, C_{m}$ ensuring they are simultaneously diagonalizable via congruence. In 2016 Jiang and Li [37] obtained a necessary and sufficient SDC condition for a pair of real symmetric matrices and proposed an algorithm for finding a congruence matrix $R$ if it exists. Nevertheless, we find that the result of Jiang and Li [37] is not complete. A missing case not considered in their paper is now added to make it up in this dissertation. For more than two matrices, Jiang and Li [37] proposed a necessary and sufficient SDC condition under the existence assumption of a semidefinite matrix pencil. After this result, an open question still remains to be investigated: solving the SDC problem of more than two real symmetric matrices without semidefinite matrix pencil assumption? In 2020, Bustamante et al. [11] proposed a necessary and sufficient condition for a set of complex symmetric matrices to be SDC by equivalently rephrasing the SDC problem as the classical problem of simultaneous diagonalization via similarity (SDS) of a new related set of matrices. A procedure to determine in a finite number of steps whether or not a set of complex symmetric matrices is SDC was also proposed. However, the SDC results of complex symmetric matrices may not hold for the real setting. That is, even the given matrices $C_{1}, C_{2}, \ldots, C_{m}$ are all real, the resulting matrices $R$ and $R^{T} C_{i} R$ may have to be complex, please see [11, Example 16], and also in Example 2.1.7. Apparently, the SDC of complex symmetric matrices does also not hold for the Hermitian matrices, please see [34, Theorem 4.5.15], Example 2.1.7.

The dissertation presents several new results on the SDC of Hermitian matrices and of real symmetric matrices. Specially, the results include algorithms for answering whether the matrices are SDC and returning a congruence matrix if it exists. We also present some applications of the SDC of $\mathcal{C}$ to some related problems including computing the positive semidefinite interval of matrix pencil; solving QCQP, GTRS in particular; and maximizing a sum of generalized Rayleigh quotients.

The dissertation is organized as follows. In Chapter 1 we present some related concepts and obtained results so far of the SDC problem including the SDC of real symmetric matrices, complex symmetric matrices and Hermitian matrices. In Chapter 2 we first focus on solving the SDC problem of Hermitian matrices, i.e., when $C_{i}$ are all Hermitian. This part is based on the results in [42]. The main contributions of this part are as follows.

- We develop sufficient and necessary conditions (see Theorems 2.1.4 and 2.1.5) for a
collection of finitely many Hermitian matrices to be simultaneously diagonalizable via *-congruence. The proofs use only matrix computation techniques;
- Interestingly, one of the conditions shown in Theorem 2.1.5 requires the existence of a positive definite solution of a system of linear equations over Hermitian matrices. This leads to the use of the SDP solvers (for example, SDPT3 [63]) for checking the simultaneous diagonalizability of the initial Hermitian matrices. In case the matrices are SDC, i.e., such a positive definite solution exists, we apply the existing Jacobi-like method in $[10,43]$ to simultaneously diagonalize the commuting Hermitian matrices that are the images of the initial ones under the congruence defined by the square root of the above positive definite solution. The Hermitian SDC problem is hence completely solved. As a consequence, this solves the long-standing SDC problem for real symmetric matrices mentioned as an open problem in [30], and for arbitrary square matrices since any square matrix is a summation of its Hermitian and skew Hermitian parts (see Theorem 2.1.6);
- In line with giving the equivalent condition that requires the maximum rank of Hermitian pencils (Theorem 2.1.2), we suggest a Schmüdgen-like algorithm for finding such the maximum rank in Algorithm 2. This methodology may also be applied in some other simultaneous diagonalizations, for example, that in [11];
- Finally, we propose corresponding algorithms the most important one of which is Algorithm 6 for solving the Hermitian SDC problem. These are implemented in Matlab. The main algorithm consists of two stages which are summarized as follows: For $C_{1}, \ldots, C_{m} \in \mathbb{H}^{n}$,

Stage 1: Checking if there is a positive definite matrix $P$ solving an appropriate semidefinite program based on Theorem 2.1.5 iii). Our main contribution stays in this part.

Stage 2: If such a $P$ exists, apply Algorithm $5[10,43]$ to find a unitary matrix $V$ that simultaneously diagonalizes the new commuting Hermitian matrices $\sqrt{P} C_{i} \sqrt{P}, i=1, \ldots, m$.

The second part of Chapter 2 is based on [49], which focuses on the SDC problem of the real symmetric matrices, i.e., when $C_{i}$ are all real symmetric. Although, in Theorem 2.1.5, our results (i)-(iii) on the Hermitian matrices can also apply to the real setting, get we find that the decomposition techniques for two matrices in [37] can be generalized to construct an inductive procedure for the SDC problem of $\mathcal{C}$ with $m \geq 3$. The approach based on [37] may be better than the SDP one, please see Example 2.2.2. To this end, the collection $\mathcal{C}$ is divided into two cases: the nonsingular
collection, denoted by $\mathcal{C}_{n s}$, when at least one $C_{i} \in \mathcal{C}$ is non-singular. Without loss of generality, we always assume that $C_{1}$ is non-singular. On the other hand, the singular collection, denoted by $\mathcal{C}_{s}$, when all $C_{i}^{\prime} s$ in $\mathcal{C}$ are non-zero but singular. For the nonsingular collection $\mathcal{C}_{n s}$, the arguments first apply to $\left\{C_{1}, C_{2}\right\}$; if $C_{1}, C_{2}$ are SDC then a matrix $Q^{(1)}$ is constructed at the first iteration such that $C_{2}^{(1)}:=\left(Q^{(1)}\right)^{T} C_{2} Q^{(1)}$ is a non-homogeneous dilation of $C_{1}^{(1)}:=\left(Q^{(1)}\right)^{T} C_{1} Q^{(1)}$, while $C_{j}^{(1)}:=\left(Q^{(1)}\right)^{T} C_{j} Q^{(1)}, j \geq 3$ share the same block diagonal structure of $C_{1}^{(1)}$, please see Lemma 2.2.2 and Remark 2.2.1 below. At the second iteration, $\left\{C_{1}^{(1)}, C_{3}^{(1)}\right\}$ are checked. If $C_{1}^{(1)}, C_{3}^{(1)}$ are SDC, then $Q^{(2)}$ is constructed such that $C_{3}^{(2)}:=\left(Q^{(2)}\right)^{T} C_{3}^{(1)} Q^{(2)}$ and $C_{2}^{(2)}:=\left(Q^{(2)}\right)^{T} C_{2}^{(1)} Q^{(2)}$ are non-homogeneous dilations of $C_{1}^{(2)}:=\left(Q^{(2)}\right)^{T} C_{1}^{(1)} Q^{(2)}$. Next, $\left\{C_{1}^{(2)}, C_{4}^{(2)}\right\}$ are considered at the third step; and so forth. These results are presented in Sect. 2.2.1. For the singular collection $\mathcal{C}_{s}$, we also begin with $\left\{C_{1}, C_{2}\right\}$. If the matrices $C_{1}$ and $C_{2}$ are SDC, we find a nonsingular matrix $U_{1}$ to get

$$
\begin{aligned}
& \hat{C}_{1}:=U_{1}^{T} C_{1} U_{1}=\operatorname{diag}\left(\left(C_{11}\right)_{p_{1}}, 0_{n-p_{1}}\right), p_{1}<n, \\
& \hat{C}_{2}:=U_{1}^{T} C_{2} U_{1}=\operatorname{diag}\left(\left(C_{21}\right)_{p_{1}}, 0_{n-p_{1}}\right)
\end{aligned}
$$

such that $\left(C_{11}\right)_{p_{1}},\left(C_{21}\right)_{p_{1}}$ are SDC and $\left(C_{21}\right)_{p_{1}}$ is nonsingular. At the second step, we consider the SDC of $\hat{C}_{1}, \hat{C}_{2}$ and $\hat{C}_{3}=U_{1}^{T} C_{3} U_{1}$. If they are SDC, we find a nonsingular matrix $U_{2}$ to get

$$
\begin{aligned}
& \breve{C}_{1}:=U_{2}^{T} \hat{C}_{1} U_{2}=\operatorname{diag}\left(\left(C_{11}\right)_{p_{2}}, 0_{n-p_{2}}\right), p_{1} \leq p_{2}, \\
& \breve{C}_{2}:=U_{2}^{T} \hat{C}_{2} U_{2}=\operatorname{diag}\left(\left(C_{21}\right)_{p_{2}}, 0_{n-p_{2}}\right), \\
& \breve{C}_{3}:=U_{2}^{T} \hat{C}_{3} U_{2}=\operatorname{diag}\left(\left(C_{31}\right)_{p_{2}}, 0_{n-p_{2}}\right)
\end{aligned}
$$

such that $\left(C_{11}\right)_{p_{2}},\left(C_{21}\right)_{p_{2}},\left(C_{31}\right)_{p_{2}}$ are SDC and $\left(C_{31}\right)_{p_{2}}$ is nonsingular; and so forth. By this way, we show that if $\mathcal{C}_{s}$ is SDC , we can create a new collection $\tilde{\mathcal{C}_{s}}=\left\{\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}\right\}$ such that $\tilde{C}_{i}=\operatorname{diag}\left(\left(C_{i 1}\right)_{p}, 0_{n-p}\right), p \leq n$, and $\left(C_{(m-1) 1}\right)_{p}$ is nonsingular. Importantly, the given collection $\mathcal{C}_{s}$ is SDC if and only if $\left(C_{11}\right)_{p},\left(C_{21}\right)_{p}, \ldots,\left(C_{(m-1) 1}\right)_{p},\left(C_{m 1}\right)_{p}$ are SDC. Therefore, we move from the SDC of a singular collection to the SDC of a nonsingular collection; please see Theorem 2.2.3 in Sect. 2.2.3.

Chapter 3 is devoted to presenting some applications of the SDC results. We first show how to explore the SDC properties of two real symmetric matrices $C_{1}$ and $C_{2}$ to compute the positive semidefinite interval $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{\mu \in \mathbb{R}: C_{1}+\mu C_{2} \succeq 0\right\}$ of matrix pencil $C_{1}+\mu C_{2}$. Indeed, we show that if $C_{1}, C_{2}$ are not SDC , then $I_{\succeq}\left(C_{1}, C_{2}\right)$ has at most one value $\mu$, while if $C_{1}, C_{2}$ are $\mathrm{SDC}, I_{\succeq}\left(C_{1}, C_{2}\right)$ could be empty, a singleton set or an interval. Each case helps to analyze when the GTRS is unbounded from below, has a unique Lagrange multiplier or has an optimal Lagrange multiplier $\mu^{*}$ in a given closed interval. Such a $\mu^{*}$ can be computed by a bisection algorithm. This results
follow from [47]. The next application will be for QCQP which takes the following format

$$
\begin{array}{lll}
\text { (QCQP) } & \min & x^{T} C_{1} x+2 a_{1}^{T} x \\
\text { s.t. } & x^{T} C x+2 a^{T} x
\end{array}
$$

s.t. $\quad x^{T} C_{i} x+2 a_{i}^{T} x+b_{i} \leq 0, i=2, \ldots, m$,
where $a_{i} \in \mathbb{R}^{n}, b_{i} \in \mathbb{R}$. We show that if the matrices $C_{i}$ in the objective and constraint fucntions are SDC, the QCQP can be relaxed to a convex SOCP problem. In general, the ralaxation admits a positive gap. That is, the optimal value of the relaxed SOCP is strictly less than that of the primal QCQP. The cases with a tight ralaxation will be presented in that chapter. Especially, if the matrices $C_{i}$ are SDC and the QCQP is homogeneous, i.e., $a_{i}=0$ for $i=1,2, \ldots, m$, then QCQP is reduced to a linear programming after two times of changing variables. A special case of the homogeneous QCQP, which minimizes a quadratic form subjective to two homogeneous quadratic constraints over the unit sphere [46], is reduced to a linear programming problem on a simplex if the matrices are SDC. Finally, we show the applications for solving a generalized Rayleigh quotient problem which maximizes a sum of generalized Rayleigh quotients.

## Chapter 1

## Preliminaries

The main purpose of this chapter is to provide basic concepts and existing results for matrices such as similarity diagonalization, spectral decomposition and others. For completeness, some results are accompanied by a short proof. In addition, most of SDC results of two matrices, including of real symmetric matrices, complex symmetric matrices and Hermitian matrices, will be presented in this chapter. We also present our new result on decomposition of two real singular symmetric matrices into blocks, which is a missing case in Jiang and Li's study [37] and now dealt with in this dissertation. Please see Lemma 1.2.8 and Theorem 1.2.1 below.

### 1.1 Some prepared concepts for the SDC problems

Let us begin with some notations, $\mathbb{F}$ denotes the field of real numbers $\mathbb{R}$ or complex ones $\mathbb{C}$, and $\mathbb{F}^{n \times n}$ is the set of all $n \times n$ matrices with entries in $\mathbb{F} ; \mathbb{H}^{n}$ denotes the set of $n \times n$ Hermitian matrices, $\mathcal{S}^{n}$ denotes the set of $n \times n$ real symmetric matrices and $\mathcal{S}^{n}(\mathbb{C})$ denotes the set of $n \times n$ complex symmetric matrices. In addition,

- The matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{F}^{n \times n}$ are said to be $\operatorname{SDS}$ on $\mathbb{F}$, shortly written as $\mathbb{F}$ - $S D S$ or shorter $S D S$, if there exists a nonsingular matrix $P \in \mathbb{F}^{n \times n}$ such that every $P^{-1} C_{i} P$ is diagonal in $\mathbb{F}^{n \times n}$.

When $m=1$, we will say " $C_{1}$ is similar to a diagonal matrix" or " $C_{1}$ is diagonalizable (via similarity)" as usual;

- The matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{n}$ are said to be SDC on $\mathbb{C}$, shortly written as $*-S D C$, if there exists a nonsingular matrix $P \in \mathbb{C}^{n \times n}$ such that every $P^{*} C_{i} P$ is
diagonal in $\mathbb{R}^{n \times n}$. Here we emphasize that $P^{*} C_{i} P$ must be real (if diagonal) due to the hemitianian of $C_{i}$ and $P^{*} C_{i} P$.

When $m=1$, we will say " $C_{1}$ is congruent to a diagonal matrix" as usual;

- The matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathcal{S}^{n}$ are said to be SDC on $\mathbb{R}$, shortly written as $\mathbb{R}-S D C$, if there exists a nonsingular matrix $P \in \mathbb{R}^{n \times n}$ such that every $P^{T} C_{i} P$ is diagonal in $\mathbb{R}^{n \times n}$.

When $m=1$, we will also say " $C_{1}$ is congruent to a diagonal matrix" as usual;

- Matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathcal{S}^{n}(\mathbb{C})$ are said to be SDC on $\mathbb{C}$ if there exists a nonsingular matrix $P \in \mathbb{C}^{n \times n}$ such that every $P^{T} C_{i} P$ is diagonal in $\mathbb{C}^{n \times n}$. We also abbreviate this as $\mathbb{C}-S D C$.

When $m=1$, we will also say " $C_{1}$ is congruent to a diagonal matrix" as usual.

Some important properties of matrices which will be used later in the dissertation.
Lemma 1.1.1 ([34], Lemma 1.3.10). Let $A \in \mathbb{F}^{n \times n}, B \in \mathbb{F}^{m \times m}$. The matrix $M=$ $\operatorname{diag}(A, B)$ is diagonalizable via similarity if and only if so are both $A$ and $B$.

Lemma 1.1.2 ([34], Problem 15, Section 1.3). Let $A, B \in \mathbb{F}^{n \times n}$ and

$$
A=\operatorname{diag}\left(\alpha_{1} I_{n_{1}}, \ldots, \alpha_{k} I_{n_{k}}\right)
$$

with distinct scalars $\alpha_{i}$ 's. If $A B=B A$, then $B=\operatorname{diag}\left(B_{1}, \ldots, B_{k}\right)$ with $B_{i} \in \mathbb{F}^{n_{i} \times n_{i}}$ for every $i=1, \ldots, k$. Furthermore, $B$ is Hermitian (resp., symmetric) if and only if so are all $B_{i}$ 's.

Proof. Partition $B$ as $B=\left(B_{i j}\right)_{i, j=1,2, \ldots, k}$, where each $B_{i i}$ is a square submatrix of size $n_{i} \times n_{i}, i=1,2, \ldots, k$ and off-diagonal blocks $B_{i j}, i \neq j$, are of appropriate sizes. It then follows from

$$
\left(\begin{array}{ccc}
\alpha_{1} B_{11} & \ldots & \alpha_{1} B_{1 k} \\
\vdots & \ddots & \vdots \\
\alpha_{k} B_{k 1} & \ldots & \alpha_{k} B_{k k}
\end{array}\right)=A B=B A=\left(\begin{array}{ccc}
\alpha_{1} B_{11} & \ldots & \alpha_{k} B_{1 k} \\
\vdots & \ddots & \vdots \\
\alpha_{1} B_{k 1} & \ldots & \alpha_{k} B_{k k}
\end{array}\right)
$$

that $\alpha_{i} B_{i j}=\alpha_{j} B_{i j}, \forall i \neq j$. Thus $B_{i j}=0$ for every $i \neq j$.

Lemma 1.1.3 ([34], Theorem 4.1.5). (The spectral theorem of Hermitian matrices) Every $A \in \mathbb{H}^{n}$ can be diagonalized via similarity by a unitary matrix. That is, it can be written as $A=U \Lambda U^{*}$, where $U$ is unitary and $\Lambda$ is real diagonal and is uniquely defined up to a permutation of diagonal elements.

Moreover, if $A \in \mathcal{S}^{n}$ then $U$ can be picked to be real.

We now present some preliminary result on the rank of a matrix pencil, which is the main ingredient in our study on Hermitian matrices in Chapter 2.

Lemma 1.1.4. Let $C_{1}, \ldots, C_{m} \in \mathbb{H}^{n}$ and denote $\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\cdots+\lambda_{m} C_{m}, \lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m}$. Then the following hold
(i) $\bigcap_{\lambda \in \mathbb{R}^{m}} \operatorname{ker} \mathfrak{C}(\lambda)=\bigcap_{i=1}^{m} \operatorname{ker} C_{i}=\operatorname{ker} C$, where $C=\left(\begin{array}{lll}C_{1} & \ldots & C_{m}\end{array}\right)^{*}$.
(ii) $\max \left\{\operatorname{rank} \mathfrak{C}(\lambda) \mid \lambda \in \mathbb{R}^{m}\right\} \leq \operatorname{rank} C$.
(iii) Suppose $\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i=1}^{m} \operatorname{ker} C_{i}\right)=k$. Then $\bigcap_{i=1}^{m} \operatorname{ker} C_{i}=\operatorname{ker} \mathfrak{C}(\underline{\lambda})$ for some $\underline{\lambda} \in \mathbb{R}^{m}$ if and only if $\operatorname{rank} \mathfrak{C}(\lambda)=\max _{\lambda \in \mathbb{R}^{m}} \operatorname{rank} \mathfrak{C}(\lambda)=\operatorname{rank} C=n-k$.

Proof.
(i) We have $\bigcap_{i=1}^{m} \operatorname{ker} C_{i} \subseteq \bigcap_{\lambda \in \mathbb{R}^{m}} \operatorname{ker} \mathfrak{C}(\lambda)$.

On the other hand, for any $x \in \bigcap_{\lambda \in \mathbb{R}^{m}} \operatorname{ker} \mathfrak{C}(\lambda)$, we have $\mathfrak{C}(\lambda) x=\sum_{i=1}^{m} \lambda_{i} C_{i} x=$ $0, \forall \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m}$. Implying $\sum_{i=1}^{m} \lambda_{i} C_{i} x=0, \forall \lambda=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{R}^{m}$. Then, $C_{i} x=0, \forall i=1,2, \ldots, m$, and $\bigcap_{\lambda \in \mathbb{R}^{m}} \operatorname{ker} \mathfrak{C}(\lambda) \subseteq \bigcap_{i=1}^{m} \operatorname{ker} C_{i}$.

Similarly, we also have $\bigcap_{i=1}^{m} \operatorname{ker} C_{i}=\operatorname{ker} C$.
(ii) The part (ii) follows from the fact that

$$
\operatorname{rank} \mathfrak{C}(\lambda)=\operatorname{rank}\left[\left(\begin{array}{lll}
\lambda_{1} I & \ldots & \lambda_{m} I
\end{array}\right)\left(\begin{array}{c}
C_{1} \\
\vdots \\
C_{m}
\end{array}\right)\right] \leq \operatorname{rank}\left(\begin{array}{c}
C_{1} \\
\vdots \\
C_{m}
\end{array}\right)=\operatorname{rank} C
$$

for all $\lambda \in \mathbb{R}^{m}$.
(iii) Using the part (i), we have $\operatorname{ker} C=\bigcap_{i=1}^{m} \operatorname{ker} C_{i} \subseteq \operatorname{ker} \mathfrak{C}(\underline{\lambda})$. Then by the part (ii),

$$
\begin{aligned}
\bigcap_{i=1}^{m} \operatorname{ker} C_{i}=\operatorname{ker} \mathfrak{C}(\underline{\lambda}) & \Longleftrightarrow \operatorname{dim}_{\mathbb{F}}(\operatorname{ker} \mathfrak{C}(\underline{\lambda}))=\operatorname{dim}_{\mathbb{F}}\left(\bigcap_{i=1}^{m} \operatorname{ker} C_{i}\right)=n-\operatorname{rank} C \\
& \Longleftrightarrow \operatorname{rank} \mathfrak{C}(\underline{\lambda})=\operatorname{rank} C=n-k \geq \operatorname{rank} \mathfrak{C}(\lambda), \forall \lambda \in \mathbb{R}^{m} .
\end{aligned}
$$

This is certainly equivalent to $n-k=\operatorname{rank} \mathfrak{C}(\underline{\lambda})=\max _{\lambda \in \mathbb{R}^{m}} \operatorname{rank} \mathfrak{C}(\lambda)$.

Compared with the SDC, which has existed for a long time in literature, the SDS seems to be solved much earlier as shown in [34].

Lemma 1.1.5 ([34], Theorem 1.3.19). Let $C_{1}, \ldots, C_{m} \in \mathbb{F}^{n \times n}$ be such that each of them is similar to a diagonal matrix in $\mathbb{F}^{n \times n}$. Then $C_{1}, \ldots, C_{m}$ are $\mathbb{F}$-SDS if and only if $C_{i}$ commutes with $C_{j}$ for $i<j$.

The following result is simple but important to Lemma 1.2.14 below and Theorem 2.1.4 in Chapter 2.

Lemma 1.1.6. Let $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m} \in \mathbb{H}^{n}$ be singular and $C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{p}, p<n$ so that

$$
\begin{equation*}
\tilde{C}_{i}=\operatorname{diag}\left(\left(C_{i}\right)_{p}, 0_{n-p}\right) . \tag{1.1}
\end{equation*}
$$

Then $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $*-S D C$ if and only if $C_{1}, C_{2}, \ldots, C_{m}$ are $*-S D C$.
Moreover, the lemma is also true for the real symmetric setting: $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m} \in$ $\mathcal{S}^{n}$ are $\mathbb{R}-S D C$ if and only if $C_{1}, C_{2}, \ldots, C_{m} \in \mathcal{S}^{p}$ are $\mathbb{R}-S D C$.

Proof. If $C_{1}, C_{2}, \ldots, C_{m}$ are $*$-SDC by a nonsingular matrix $Q$ then $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are *-SDC by the nonsingular matrix $\tilde{Q}=\operatorname{diag}\left(Q, I_{n-p}\right)$ with $I_{n-p}$ being the $(n-p) \times(n-p)$ unit matrix.

Conversely, suppose $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $*$-SDC by a nonsingular matix $U$. Partition

$$
U=\left(\begin{array}{ll}
U_{1} & U_{2} \\
U_{3} & U_{4}
\end{array}\right)
$$

where $U_{1} \in \mathbb{C}^{p \times p}, U_{4} \in \mathbb{C}^{(n-p) \times(n-p)}$.
For every $i=1,2, \ldots, m$, the matrix

$$
U^{*}\left(\begin{array}{cc}
C_{i} & 0 \\
0 & 0_{p}
\end{array}\right) U=\left(\begin{array}{cc}
U_{1}^{*} \hat{C}_{i} U_{1} & U_{1}^{*} \hat{C}_{i} U_{2} \\
U_{2}^{*} \hat{C}_{i} U_{1} & U_{2}^{*} \hat{C}_{i} U_{2}
\end{array}\right)
$$

is diagonal. This implies $U_{1}^{*} C_{i} U_{1}$ and $U_{2}^{*} C_{i} U_{2}$ are diagonal. Since $U$ is nonsingular, we can assume $U_{1}$ is nonsingular after multiplying on the right of $U$ by an appropriate permutation matrix. This means $U_{1}$ simultaneously diagonalizes $\tilde{C}_{i}$ 's.

The case $\tilde{C}_{i} \in \mathcal{S}^{n}, C_{i} \in \mathcal{S}^{p}, i=1,2, \ldots, m$, is proved similarly.

### 1.2 Existing SDC results

In this section we recall the obtained SDC results so far. The simplest case is of two matrices.

Lemma 1.2.1 ([27], p.255). Two real symmetric matrices $C_{1}, C_{2}$, with $C_{1}$ nonsingular, are $\mathbb{R}-S D C$ if and only if $C_{1}^{-1} C_{2}$ is real similarly diagonalizable.

A similar result but for Hermitian matrices was presented in [34, Theorem 4.5.15]. That is, if $C_{1}, C_{2} \in \mathbb{H}^{n}, C_{1}$ is nonsingular, then $C_{1}$ and $C_{2}$ are $*$-SDC if and only if $C_{1}^{-1} C_{2}$ is real similarly diagonalizable. This conclusion also holds for complex symmetric matrices as presented in Lemma 1.2.2 below. However, the resulting diagonals in Lemma 1.2.2 may not be real.

Lemma 1.2.2 ([34], Theorem 4.5.15). Let $C_{1}, C_{2} \in \mathcal{S}^{n}(\mathbb{C})$ and $C_{1}$ is a nonsingular matrix. Then, the following conditions are equivalent:
(i) The matrices $C_{1}$ and $C_{2}$ are $\mathbb{C}$-SDC.
(ii) There is a nonsingular $P \in \mathbb{C}^{n \times n}$ such that $P^{-1} C_{1}^{-1} C_{2} P$ is diagonal.

If the non-singularity is not assumed, the results were only sufficient.
Lemma 1.2.3 ([65], p.221). Let $C_{1}, C_{2} \in \mathcal{S}^{n}$. If $\left\{x \in \mathbb{R}^{n}: x^{T} C_{1} x=0\right\} \cap\{x \in$ $\left.\mathbb{R}^{n}: x^{T} C_{2} x=0\right\}=\{0\}$ then $C_{1}$ and $C_{2}$ can be diagonalized simultaneously by a real congruence transformation, provided $n \geq 3$.

Lemma 1.2.4 ([65], p.230). Let $C_{1}, C_{2} \in \mathcal{S}^{n}$. If there exist scalars $\mu_{1}, \mu_{2} \in \mathbb{R}$ such that $\mu_{1} C_{1}+\mu_{2} C_{2} \succ 0$ then $C_{1}$ and $C_{2}$ are simultaneously diagonalizable over $\mathbb{R}$ by congruence.

This result holds also for the Hermitian matrices as presented in [34, Theorem 7.6.4]. In fact, the two Lemmas 1.2 .3 and 1.2 .4 are equivalent when $n \geq 3$, which is exactly Finsler's Theorem [18]. If the positive definiteness is relaxed to positive semidefiniteness, the result is as follows.

Lemma 1.2.5 ([41], Theorem 10.1). Let $C_{1}, C_{2} \in \mathbb{H}^{n}$. Suppose that there exists a positive semidefinite linear combination of $C_{1}$ and $C_{2}$, i.e., $\alpha C_{1}+\beta C_{2} \succeq 0$ for some $\alpha, \beta \in \mathbb{R}$, and $\operatorname{ker}\left(\alpha C_{1}+\beta C_{2}\right) \subseteq \operatorname{ker} C_{1} \cap \operatorname{ker} C_{2}$. Then $C_{1}$ and $C_{2}$ are simultaneously diagonalizable via congruence (i.e $*-S D C$ ), or if $C_{1}$ and $C_{2}$ are real symmetric then they are $\mathbb{R}-S D C$.

For a singular pair of real symmetric matrices, a necessary and sufficient SDC condition, however, has to wait until 2016 when Jiang and Li [37] obtained not only theoretical SDC results but also an algorithm. The results are based on the following lemma.

Lemma 1.2.6 ([37], Lemma 5). For any two $n \times n$ singular real symmetric matrices $C_{1}$ and $C_{2}$, there always exists a nonsingular matrix $U$ such that

$$
\tilde{A}:=U^{T} C_{1} U=\left(\begin{array}{cc}
A_{1} & 0_{p \times(n-p)}  \tag{1.2}\\
0_{(n-p) \times p} & 0_{n-p}
\end{array}\right)
$$

and

$$
\tilde{B}:=U^{T} C_{2} U=\left(\begin{array}{ccc}
B_{1} & 0_{p \times q} & B_{2}  \tag{1.3}\\
0_{q \times p} & B_{3} & 0_{q \times r} \\
B_{2}^{T} & 0_{r \times q} & 0_{r}
\end{array}\right)
$$

where $p, q, r \geq 0, p+q+r=n, A_{1}$ is a nonsingular diagonal matrix, $A_{1}$ and $B_{1}$ have the same dimension of $p \times p, B_{2}$ is a $p \times r$ matrix, and $B_{3}$ is a $q \times q$ nonsingular diagonal matrix.

We observe that in Lemma 1.2.6, $B_{3}$ is confirmed to be a nonsingular $q \times q$ diagonal matrix. However, we will see that the singular pair $C_{1}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ and $C_{2}=\left(\begin{array}{lll}1 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0\end{array}\right)$ cannot be converted to the forms (1.2) and (1.3). Indeed, in general we have the following result.
Lemma 1.2.7. If $C_{1}=\left(\begin{array}{cc}\underbrace{\left(\hat{A}_{1}\right)_{p}}_{\text {invert. \& diag. }} & 0 \\ 0 & 0_{n-p}\end{array}\right) ; C_{2}=\left(\begin{array}{cc}\left(\hat{B}_{1}\right)_{p} & \hat{B}_{2} \\ \hat{B}_{2}^{T} & 0_{n-p}\end{array}\right) \in \mathcal{S}^{n}$ such that $\hat{A}_{1}$ is a $p \times p$ nonsingular diagonal matrix, $\hat{B}_{1}$ is a $p \times p$ symmetric matrix and $\hat{B}_{2}$ is a $p \times(n-p)$ nonzero matrix, $p<n$ then $C_{1}$ and $C_{2}$ cannot be transformed into the forms (1.2) and (1.3), respectively.

Proof. We suppose in contrary that $C_{1}$ and $C_{2}$ can be transformed into the forms (1.2) and (1.3), respectively. That is there exists a nonsingular $U$ such that

$$
U^{T} C_{1} U=\left(\begin{array}{ccc}
\underbrace{\left(A_{1}\right)_{p}}_{\text {invert. \& diag. }} & 0 & 0  \tag{1.4}\\
0 & 0_{s_{1}} & 0 \\
0 & 0 & 0_{n-p-s_{1}}
\end{array}\right)
$$

and

$$
U^{T} C_{2} U=\left(\begin{array}{ccc}
\left(B_{1}\right)_{p} & 0 & B_{2}  \tag{1.5}\\
0 & \underbrace{\left(B_{3}\right)_{s_{1}}} & 0 \\
& \text { invert. \& diag. } & \\
B_{2}^{T} & 0 & 0_{n-p-s_{1}}
\end{array}\right) .
$$

where $\left(A_{1}\right)_{p}$ is a $p \times p$ nonsingular diagonal matrix and $B_{3}$ is a $s_{1} \times s_{1}$ nonsingular diagonal matrix, $s_{1} \leq n-p$.

We write $\hat{B}_{2}=\left(\hat{B}_{3} \hat{B}_{4}\right)$ such that $\hat{B}_{3}$ is a $p \times s_{1}$ matrix and $\hat{B}_{4}$ is of size $p \times(n-$ $\left.p-s_{1}\right)$. Then $C_{1}, C_{2}$ are rewritten as

$$
\begin{gather*}
C_{1}=\left(\begin{array}{ccc}
\underbrace{\left(\hat{A}_{1}\right)_{p}}_{\text {invert. \& diag. }} & 0 & 0 \\
0 & 0_{s_{1}} & 0 \\
0 & 0 & 0_{n-p-s_{1}}
\end{array}\right),  \tag{1.6}\\
C_{2}=\left(\begin{array}{ccc}
\left(\hat{B}_{1}\right)_{p} & \hat{B}_{3} & \hat{B}_{4} \\
\hat{B}_{3}^{T} & 0_{s_{1}} & 0 \\
\hat{B}_{4}^{T} & 0 & 0_{n-p-s_{1}}
\end{array}\right) \tag{1.7}
\end{gather*}
$$

and $U$ is partitioned to have the same block structure as $C_{1}, C_{2}$ :

$$
U=\left(\begin{array}{ccc}
\left(U_{1}\right)_{p} & U_{2} & U_{3} \\
U_{4} & \left(U_{5}\right)_{s_{1}} & U_{6} \\
U_{7} & U_{8} & \left(U_{9}\right)_{n-p-s_{1}}
\end{array}\right)
$$

Then

$$
U^{T} C_{1} U=\left(\begin{array}{ccc}
U_{1}^{T} \hat{A}_{1} U_{1} & U_{1}^{T} \hat{A}_{1} U_{2} & U_{1}^{T} \hat{A}_{1} U_{3}  \tag{1.8}\\
U_{2}^{T} \hat{A}_{1} U_{1} & U_{2}^{T} \hat{A}_{1} U_{2} & U_{2}^{T} \hat{A}_{1} U_{3} \\
U_{3}^{T} \hat{A}_{1} U_{1} & U_{3}^{T} \hat{A}_{1} U_{1} & U_{3}^{T} \hat{A}_{1} U_{3}
\end{array}\right) .
$$

From (1.4) and (1.8), we have $U_{1}^{T} \hat{A}_{1} U_{1}=A_{1}$. Since $\hat{A}_{1}, A_{1}$ are nonsingular, $U_{1}$ must be nonsingular. On the other hand, $U_{1}^{T} \hat{A}_{1} U_{2}=U_{1}^{T} \hat{A}_{1} U_{3}=0$ with $U_{1}$ and $\hat{A}_{1}$ nonsingular, there must be $U_{2}=U_{3}=0$. The matrix $U$ is then

$$
U=\left(\begin{array}{ccc}
\left(U_{1}\right)_{p} & 0 & 0 \\
U_{4} & \left(U_{5}\right)_{s_{1}} & U_{6} \\
U_{7} & U_{8} & \left(U_{9}\right)_{n-p-s_{1}}
\end{array}\right)
$$

and

$$
U^{T} C_{2} U=\left(\begin{array}{ccc}
\bar{B}_{1} & \bar{B}_{2} & \bar{B}_{3}  \tag{1.9}\\
\bar{B}_{2}^{T} & 0 & 0 \\
\bar{B}_{3}^{T} & 0 & 0
\end{array}\right)
$$

where $\bar{B}_{1}=U_{1}^{T} \hat{B}_{1} U_{1}+U_{4}^{T} \hat{B}_{3}^{T} U_{1}+U_{7}^{T} \hat{B}_{4}^{T} U_{1}+U_{1}^{T} \hat{B}_{3} U_{4}+U_{1}^{T} \hat{B}_{4} U_{7} ; \bar{B}_{2}=U_{1}^{T} \hat{B}_{3} U_{5}+$ $U_{1}^{T} \hat{B}_{4}^{T} U_{8}$ and $\bar{B}_{3}=U_{1}^{T} \hat{B}_{3} U_{6}+U_{1}^{T} \hat{B}_{4}^{T} U_{9}$. Both (1.9) and (1.5) imply that $B_{3}=0$. This is a contradition since $B_{3}$ is nonsingular. We complete the proof.

Lemma 1.2.7 shows that the case $q=0$ was not considered in Jiang and Li's study, and it is now included in our Lemma 1.2.8 below. The proof is almost similar to that of Lemma 1.2.6. However, for the sake of completeness, we also show it concisely here.

Lemma 1.2.8. Let both $C_{1}, C_{2} \in \mathcal{S}^{n}$ be non-zero singular with $\operatorname{rank}\left(C_{1}\right)=p<n$. There exists a nonsingular matrix $U_{1}$, which diagonalizes $C_{1}$ and rearrange its nonzero eigenvalues as

$$
\tilde{C}_{1}=U_{1}^{T} C_{1} U_{1}=\left(\begin{array}{cc}
\underbrace{\left(C_{11}\right)_{p}}_{\text {invert. \& diag. }} & 0  \tag{1.10}\\
0 & 0_{n-p}
\end{array}\right),
$$

while the same congruence $U_{1}$ puts $\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}$ into two possible forms: either

$$
\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}=\left(\begin{array}{cc}
\left(C_{21}\right)_{p} & C_{22}  \tag{1.11}\\
C_{22}^{T} & 0_{n-p}
\end{array}\right),
$$

or

$$
\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}=\left(\begin{array}{ccc}
\left(C_{21}\right)_{p} & 0 & C_{25}  \tag{1.12}\\
0 & \underbrace{\left(C_{26}\right)_{s_{1}}}_{\text {invert. \& diag. }} & 0 \\
C_{25}^{T} & 0 & 0_{n-p-s_{1}}
\end{array}\right) \text {. }
$$

where $C_{11}$ is a nonsingular diagonal matrix, $C_{11}$ and $C_{21}$ have the same dimension of $p \times p, C_{26}$ is a $s_{1} \times s_{1}$ nonsingular diagonal matrix, $s_{1} \leq n-p$. If $s_{1}=n-p$ then $C_{25}$ does not exist.

Proof. One first finds an orthogonal matrix $Q_{1}$ such that

$$
\begin{align*}
\tilde{C}_{1}=Q_{1}^{T} C_{1} Q_{1} & =\operatorname{diag}(\underbrace{\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}\right)}_{=\left(C_{11}\right)_{p}, \text { invert. }}, 0_{n-p}) ;  \tag{1.13}\\
Q_{1}^{T} C_{2} Q_{1} & =\left(\begin{array}{cc}
\left(M_{21}\right)_{p} & M_{22} \\
M_{22}^{T} & \underbrace{\left(M_{23}\right)_{n-p}}_{\text {sym. }}
\end{array}\right) . \tag{1.14}
\end{align*}
$$

We see that (1.13) is already in the form of (1.10). If $M_{23}=0$ in (1.14),

$$
\tilde{C}_{2}=Q_{1}^{T} C_{2} Q_{1}=\left(\begin{array}{ll}
\left(M_{21}\right)_{p} & M_{22} \\
\left(M_{22}\right)^{T} & 0_{n-p}
\end{array}\right)
$$

which is (1.11).
Otherwise, $\operatorname{rank} M_{23}:=s_{1} \geq 1$. Let $P_{1}$ be an orthogonal matrix to diagonalize the symmetric $M_{23}$ as

$$
P_{1}^{T} M_{23} P_{1}=\operatorname{diag}(\underbrace{\left(C_{26}\right)_{s_{1}}}_{\text {invert. \& diag. }}, 0_{n-p-s_{1}}) .
$$

Define $H_{1}=\operatorname{diag}\left(I_{p},\left(P_{1}\right)_{n-p}\right)$ and compute

$$
H_{1}^{T} Q_{1}^{T} C_{2} Q_{1} H_{1}=\left(\begin{array}{ccc}
\left(M_{21}\right)_{p} & C_{24} & C_{25} \\
C_{24}^{T} & \left(C_{26}\right)_{s_{1}} & 0 \\
C_{25}^{T} & 0 & 0_{n-p-s_{1}}
\end{array}\right)
$$

where $\left(C_{24}, C_{25}\right)_{p \times(n-p)}=M_{22} P_{1}$. Define further that

$$
V_{1}=\left(\begin{array}{ccc}
I_{p} & 0 & 0 \\
-C_{26}^{-1} C_{24}^{T} & I_{s_{1}} & 0 \\
0 & 0 & I_{n-p-s_{1}}
\end{array}\right) ; \text { and } U_{1}=Q_{1} H_{1} V_{1} .
$$

Note that the matrix $H_{1} V_{1}$ does not change $Q_{1}^{T} C_{1} Q_{1}$ that we have

$$
\begin{aligned}
\tilde{C}_{1}=U_{1}^{T} C_{1} U_{1} & =V_{1}^{T} H_{1}^{T} Q_{1}^{T} C_{1} Q_{1} H_{1} V_{1}=Q_{1}^{T} C_{1} Q_{1}(\text { as in (1.13)) } \\
\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1} & =V_{1}^{T} H_{1}^{T} Q_{1}^{T} C_{2} Q_{1} H_{1} V_{1} \\
& =\left(\begin{array}{ccc}
\underbrace{M_{21}-C_{24} C_{26}^{-1}\left(C_{24}\right)^{T}}_{=\left(C_{21}\right)_{p}} & 0 & C_{25} \\
0 & \left(C_{26}\right)_{s_{1}} & 0 \\
C_{25}^{T} & 0 & 0_{n-p-s_{1}}
\end{array}\right) .
\end{aligned}
$$

These are what we need in (1.10) and (1.12).

Using Lemma 1.2.6, Jiang and Li proposed the following result and algorithm.
Lemma 1.2.9 ([37], Theorem 6). Two singular matrices $C_{1}$ and $C_{2}$, which take the forms (1.2) and (1.3), respectively, are $\mathbb{R}-S D C$ if and only if $A_{1}$ and $B_{1}$ are $\mathbb{R}-S D C$ and $B_{2}$ is a zero matrix or $r=n-p-s_{1}=0$ ( $B_{2}$ does not exist).

```
Algorithm 1 Procedure to check whether two matrices \(C_{1}\) and \(C_{2}\) are \(\mathbb{R}\) - SDC
INPUT: Matrices \(C_{1}, C_{2} \in \mathcal{S}^{n}\)
```

1: Apply the spectral decomposition to $C_{1}$ such that $\mathbf{A}:=Q_{1}^{T} C_{1} Q_{1}=\operatorname{diag}\left(A_{1}, 0\right)$, where $A_{1}$ is a nonsingular diagonal matrix, and express $\mathbf{B}:=Q_{1}^{T} C_{2} Q_{1}=$ $\left(\begin{array}{cc}B_{1} & B_{2} \\ B_{2}^{T} & B_{3}\end{array}\right)$.

2: Apply the spectral decomposition to $B_{3}$ such that $V_{1}^{T} B_{3} V_{1}=\left(\begin{array}{cc}B_{6} & 0 \\ 0 & 0\end{array}\right)$, where $B_{6}$ is a nonsingular diagonal matrix; define $Q_{2}:=\operatorname{diag}\left(I, V_{1}\right)$ and set $\hat{A}:=$ $Q_{2}^{T} \mathbf{A} Q_{2}=\mathbf{A}$ and

$$
\hat{B}:=Q_{2}^{T} \mathbf{B} Q_{2}=\left(\begin{array}{ccc}
B_{1} & B_{4} & B_{5} \\
B_{4}^{T} & B_{6} & 0 \\
B_{5}^{T} & 0 & 0
\end{array}\right)
$$

3: If $B_{5}$ exists and $B_{5} \neq 0$ then
4: return "not $\mathbb{R}$-SDC," else
5: Define

$$
Q_{3}:=\left(\begin{array}{ccc}
I_{p} & 0_{p \times q} & 0_{p \times(n-p-q)} \\
-B_{6}^{-1} B_{4}^{T} & I_{q} & 0_{q \times(n-p-q)} \\
0_{(n-p-q) \times p} & 0_{(n-p-q) \times q} & I_{(n-p-q)}
\end{array}\right) ;
$$

further define $\tilde{A}:=Q_{3}^{T} \hat{A} Q_{3}=\hat{A}=\mathbf{A}$,

$$
\tilde{B}:=Q_{3}^{T} \hat{B} Q_{3}=\left(\begin{array}{ccc}
B_{1}-B_{4} B_{6}^{-1} B_{4}^{T} & 0 & 0 \\
0 & B_{6} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

6: If there exists a nonsingular matrix $V_{2}$ such that $V_{2}^{-1} A_{1}^{-1}\left(B_{1}-B_{4} B_{6}^{-1} B_{4}^{T}\right) V_{2}=$ $\operatorname{diag}\left(\lambda_{1} I_{n_{1}}, \ldots, \lambda_{t} I_{n_{t}}\right)$, then

7: Find $R_{k}, k=1,2, \ldots, t$, which is a spectral decomposition matrix of the $k^{t h}$ diagonal block of $V_{2}^{T} A_{1} V_{2}$; Define $R:=\operatorname{diag}\left(R_{1}, R_{2}, \ldots, R_{k}\right), Q_{4}:=\operatorname{diag}\left(V_{2} R, I\right)$, and $P:=Q_{1} Q_{2} Q_{3} Q_{4}$

8: return two diagonal matrices $Q_{4}^{T} \tilde{A} Q_{4}$ and $Q_{4}^{T} \tilde{B} Q_{4}$ and the corresponding congruent matrix $P$, else

9: return "not $\mathbb{R}$-SDC"
10: end if
11: end if

As mentioned, the case $q=0$ was not considered in Lemma 1.2.6, Lemma 1.2.9 thus does not completely characterize the SDC of $C_{1}$ and $C_{2}$. We now apply Lemma 1.2.8 to completely characterize the SDC of $C_{1}$ and $C_{2}$. Note that if $\tilde{C}_{1}=U_{1}^{T} C_{1} U_{1}$ and $\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}$ are put into (1.10) and (1.12), the SDC of $C_{1}$ and $C_{2}$ is solved by Lemma 1.2.9. Here, we would like to add an additional result to supplement Lemma 1.2.9: Suppose $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are put into (1.10) and (1.11). Then $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are $\mathbb{R}-S D C$ if and only if $C_{11}$ (in (1.10)) and $C_{21}\left(\right.$ in (1.11)) are $\mathbb{R}-S D C$; and $C_{22}=0$ (in (1.11)). The new result needs to accomplish a couple of lemmas below.

Lemma 1.2.10. Suppose that $A, B \in \mathcal{S}^{n}$ of the following forms are $\mathbb{R}-S D C$

$$
A=\operatorname{diag}(\underbrace{\left(A_{1}\right)_{p}}_{\text {invert. }}, 0_{n-p}), B=\left(\begin{array}{cc}
\left(B_{1}\right)_{p} & \left(B_{2}\right)_{p \times(n-p)}  \tag{1.15}\\
B_{2}^{T} & 0_{n-p}
\end{array}\right)
$$

with $A_{1}$ nonsingular and $p<n$. Then, the congruence $P$ can be chosen to be

$$
P=\left(\begin{array}{cc}
\underbrace{\left(P_{1}\right)_{p}}_{\text {invert. }} & 0 \\
P_{3} & P_{4}
\end{array}\right) \text { such that } P^{T} A P=\left(\begin{array}{cc}
\underbrace{\left(P_{1}^{T} A_{1} P_{1}\right)_{p}}_{\text {invert.\&diag. }} & 0 \\
0 & 0_{n-p}
\end{array}\right)
$$

and

$$
P^{T} B P=\left(\begin{array}{cc}
\underbrace{P_{1}^{T} B_{1} P_{1}+P_{1}^{T} B_{2} P_{3}+P_{3}^{T} B_{2}^{T} P_{1}}_{\text {diag. }} & P_{1}^{T} B_{2} P_{4} \\
\underbrace{P_{4}^{T} B_{2}^{T} P_{1}}_{=0} & 0_{n-p}
\end{array}\right)
$$

and thus $B$ must be singular. In other words, if $A$ and $B$ take the form (1.15) and $B$ is nonsingular, then $\{A, B\}$ cannot be $\mathbb{R}-S D C$.

Proof. Since $A, B$ are $\mathbb{R}$-SDC and $\operatorname{rank}(A)=p$ by the assumption, we can choose the congruence $P$ so that the $p$ non-zero diagonal elements of $P^{T} A P$ are arranged to the north-western corner, while $P^{T} B P$ is still diagonal. That is,

$$
P=\left(\begin{array}{cc}
\left(P_{1}\right)_{p} & P_{2} \\
P_{3} & \left(P_{4}\right)_{n-p}
\end{array}\right) \Longrightarrow P^{T} A P=\left(\begin{array}{cc}
\underbrace{\left(P_{1}^{T} A_{1} P_{1}\right)_{p}}_{\text {invert. \& diag. }} & \underbrace{\left(P_{1}^{T} A_{1} P_{2}\right)_{p \times(n-p)}}_{=0} \\
\underbrace{P_{2}^{T} A_{1} P_{1}}_{=0} & \underbrace{\left(P_{2}^{T} A_{1} P_{2}\right)_{n-p}}_{=0}
\end{array}\right) .
$$

Since $P_{1}^{T} A_{1} P_{1}$ is nonsingular diagonal and $A_{1}$ is nonsingular, $P_{1}$ must be invertible. Then, the off-diagonal $P_{1}^{T} A_{1} P_{2}=0$ implies that $P_{2}=0_{p \times(n-p)}$. Consequently, $P$ and $P^{T} B P$ are of the following forms

$$
P=\left(\begin{array}{cc}
P_{1} & 0 \\
P_{3} & P_{4}
\end{array}\right) \text { and } P^{T} B P=\left(\begin{array}{cc}
\underbrace{P_{1}^{T} B_{1} P_{1}+P_{1}^{T} B_{2} P_{3}+P_{3}^{T} B_{2}^{T} P_{1}}_{=0} & P_{1}^{T} B_{2} P_{4} \\
\underbrace{P_{4}^{T} B_{2}^{T} P_{1}}_{\text {diag. }} & 0_{n-p}
\end{array}\right) .
$$

Notice that $P^{T} B P$ is singular, and thus $B$ must be singular, too. The proof is thus complete.

Lemma 1.2.11. Let $A, B \in \mathcal{S}^{n}$ take the following formats

$$
A=\operatorname{diag}\left(\left(A_{1}\right)_{p}, 0_{n-p}\right), \quad B=\left(\begin{array}{cc}
\left(B_{1}\right)_{p} & \left(B_{2}\right)_{p \times(n-p)} \\
B_{2}^{T} & 0_{n-p}
\end{array}\right),
$$

with $A_{1}$ nonsingular and $B_{2}$ of full column rank. Then, $\operatorname{ker} A \bigcap \operatorname{ker} B=\{0\}$.
Lemma 1.2.12. Let $A, B \in \mathcal{S}^{n}$ with $\operatorname{ker} A \bigcap \operatorname{ker} B=\{0\}$. If $\alpha A+\beta B$ is singular for all real couples $(\alpha, \beta) \in \mathbb{R}^{2}$, then $A$ and $B$ are not $\mathbb{R}$-SDC.

Proof. Suppose contrarily that $A$ and $B$ were $\mathbb{R}$-SDC by a congruence $P$ such that

$$
P^{T} A P=D_{1}=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right) ; P^{T} B P=D_{2}=\operatorname{diag}\left(b_{1}, b_{2}, \ldots, b_{n}\right)
$$

Then, $P^{T}(\alpha A+\beta B) P=\operatorname{diag}\left(\alpha a_{1}+\beta b_{1}, \alpha a_{2}+\beta b_{2}, \ldots, \alpha a_{n}+\beta b_{n}\right)$. By assumption, $\alpha A+\beta B$ is singular for all $(\alpha, \beta) \in \mathbb{R}^{2}$ so that at least one of $\alpha a_{i}+\beta b_{i}=0, \forall(\alpha, \beta) \in \mathbb{R}^{2}$. Let us say $\alpha a_{1}+\beta b_{1}=0, \forall(\alpha, \beta) \in \mathbb{R}^{2}$. It implies that $a_{1}=b_{1}=0$. Let $e_{1}=$ $(1,0, \ldots, 0)^{T}$ be the first unit vector and notice that $P e_{1} \neq 0$ since $P$ is nonsingular. Then,

$$
P^{T} A P e_{1}=D_{1} e_{1}=0 ; P^{T} B P e_{1}=D_{2} e_{1}=0 \Longrightarrow 0 \neq P e_{1} \in \operatorname{ker} A \bigcap \operatorname{ker} B
$$

which is a contradiction.

Lemma 1.2.13. Let $A, B \in \mathcal{S}^{n}$ be both singular taking the following formats

$$
A=\operatorname{diag}(\underbrace{\left(A_{1}\right)_{p}}_{\text {invert. }}, 0_{n-p}) ; B=\left(\begin{array}{cc}
\left(B_{1}\right)_{p} & B_{2} \\
B_{2}^{T} & 0_{n-p}
\end{array}\right),
$$

with $A_{1}$ nonsingular and $B_{2}$ of full column-rank. Then $A$ and $B$ are not $\mathbb{R}-S D C$.
Proof. From Lemma 1.2.11, we know that $\operatorname{ker} A \cap \operatorname{ker} B=\{0\}$. If $\alpha A+\beta B$ is singular for all $(\alpha, \beta) \in \mathbb{R}^{2}$, Lemma 1.2.12 asserts that $A$ and $B$ are not SDC. Otherwise, there is $(\tilde{\alpha}, \tilde{\beta}) \in \mathbb{R}^{2}$ such that $\tilde{\alpha} A+\tilde{\beta} B$ is nonsingular. Surely, $\tilde{\alpha} \neq 0, \tilde{\beta} \neq 0$. Then,

$$
C=\frac{\tilde{\alpha}}{\tilde{\beta}} A+B=\left(\begin{array}{cc}
\left(\frac{\tilde{\alpha}}{\tilde{\beta}} A_{1}+B_{1}\right)_{p} & B_{2} \\
B_{2}^{T} & 0
\end{array}\right) \text { is nonsingular } .
$$

By Lemma 1.2.10, $A$ and $C$ are not $\mathbb{R}$-SDC. So, $A$ and $B$ are not $\mathbb{R}$-SDC, either.

Lemma 1.2.14. Let $C_{1}, C_{2} \in \mathcal{S}^{n}$ be both singular and $U_{1}$ be nonsingular that puts $\tilde{C}_{1}=U_{1}^{T} C_{1} U_{1}$ and $\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}$ into (1.10) and (1.11) in Lemma 1.2.8. If $C_{22}$ is nonzero, $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are not $\mathbb{R}-S D C$.

Proof. By Lemma 1.2.13, if $C_{22}$ is of full column-rank, $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are not $\mathbb{R}$-SDC. So we suppose that $C_{22}$ has its column rank $q<n-p$ and set $s=n-p-q>0$. There is a $(n-p) \times(n-p)$ nonsingular matrix $U$ such that $C_{22} U=\left(\begin{array}{ll}\hat{C}_{22} & 0_{p \times s}\end{array}\right)$, where $\hat{C}_{22}$ is a $p \times q$ full column-rank matrix. Let $Q=\operatorname{diag}\left(I_{p}, U\right)$. Then,

$$
\begin{aligned}
\hat{C}_{2}=Q^{T} \tilde{C}_{2} Q & =\left(\begin{array}{cc}
I_{p} & 0_{p \times(n-p)} \\
0_{(n-p) \times p} & U^{T}
\end{array}\right)\left(\begin{array}{cc}
C_{21} & C_{22} \\
C_{22}^{T} & 0
\end{array}\right)\left(\begin{array}{cc}
I_{p} & 0_{p \times(n-p)} \\
0_{(n-p) \times p} & U
\end{array}\right) \\
& =\left(\begin{array}{ccc}
C_{21} & \hat{C}_{22} & 0_{p \times s} \\
\hat{C}_{22}^{T} & 0_{q} & 0_{q \times s} \\
0_{s \times p} & 0_{s \times q} & 0_{s}
\end{array}\right) ;
\end{aligned}
$$

and

$$
\hat{C}_{1}=Q^{T} \tilde{C}_{1} Q=\left(\begin{array}{ccc}
C_{11} & 0_{p \times q} & 0_{p \times s} \\
0_{q \times p} & 0_{q} & 0_{q \times s} \\
0_{s \times p} & 0_{s \times q} & 0_{s}
\end{array}\right) .
$$

Observe that, by Lemma 1.2.13, the two leading principal submatrices

$$
A=\left(\begin{array}{cc}
C_{11} & 0_{p \times q} \\
0_{q \times p} & 0_{q}
\end{array}\right), B=\left(\begin{array}{cc}
C_{21} & \hat{C}_{22} \\
\hat{C}_{22}^{T} & 0_{q}
\end{array}\right)
$$

of $\hat{C}_{1}$ and $\hat{C}_{2}$, respectively, are not $\mathbb{R}$-SDC since $C_{11}$ is nonsingular (due to (1.10)) and $\hat{C}_{22}$ is of full column rank. By Lemma 1.1.6, $\hat{C}_{1}$ and $\hat{C}_{2}$ cannot be $\mathbb{R}$-SDC. Then, $\tilde{C}_{1}$ and $\tilde{C}_{2}$ cannot be $\mathbb{R}$-SDC, either. The proof is complete.

Now, Theorem 1.2.1 comes as a conclusion.
Theorem 1.2.1. Let $C_{1}$ and $C_{2}$ be two symmetric singular matrices of $n \times n$. Let $U_{1}$ be the nonsingular matrix that puts $\tilde{C}_{1}=U_{1}^{T} C_{1} U_{1}$ and $\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}$ into the format of (1.10) and (1.11) in Lemma 1.2.8. Then, $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are $\mathbb{R}-S D C$ if and only if $C_{11}$, $C_{21}$ are $\mathbb{R}-S D C$ and $C_{22}=0_{p \times r}$, where $r=n-p$.

When more than two matrices involved, the aforementioned results no longer hold true. Specifically, for more than two real symmetric matrices, Jiang and Li [37] need a positive semidefiniteness assumption of the matrix pencil. Their results can be shortly reviewd as follows.

Theorem 1.2.2 ([37], Theorem 10). If there exists $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m}$ such that $\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m} \succ 0$, where, without loss of generality, $\lambda_{m}$ is assumed not to be zero, then $C_{1}, \ldots, C_{m}$ are $\mathbb{R}-S D C$ if and only if $P^{T} C_{i} P$ commute with $P^{T} C_{j} P, \forall i \neq j$, $1 \leq i, j \leq m-1$, where $P$ is any nonsingular matrix that makes

$$
P^{T}\left(\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m}\right) P=I
$$

If $\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m} \succeq 0$, but there does not exist $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m}$ such that $\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m} \succ 0$ and suppose $\lambda_{m} \neq 0$, then a nonsingular matrix $Q_{1}$ and the corresponding $\lambda \in \mathbb{R}^{m}$ are found such that

$$
\mathfrak{C}_{m}:=Q_{1}{ }^{T}\left(\lambda_{1} C_{1}+\lambda_{2} C_{2}+\ldots+\lambda_{m} C_{m}\right) Q_{1}=\operatorname{diag}\left(I_{p}, 0\right),
$$

and

$$
\mathfrak{C}_{i}=Q_{1}{ }^{T} C_{i} Q_{1}=\left(\begin{array}{cc}
\mathfrak{C}_{i}^{1} & \mathfrak{C}_{i}{ }^{2}  \tag{1.16}\\
\left(\mathfrak{C}_{i}^{2}\right)^{T} & \mathfrak{C}_{i}{ }^{3}
\end{array}\right)
$$

where $\operatorname{dim} \mathfrak{C}_{i}{ }^{1}=\operatorname{dim} I_{p}<n$. If all $\mathfrak{C}_{i}^{3}, i=1,2, \ldots, m$, are $\mathbb{R}$-SDC, then, by rearranging the common 0 's to the lower right corner of the matrix, there exists a nonsingular matrix $Q_{2}=\operatorname{diag}\left(I_{p}, V\right)$ such that

$$
\begin{equation*}
A_{m}=Q_{2}{ }^{T} \mathfrak{C}_{m} Q_{2}=\operatorname{diag}\left(I_{p}, 0\right) \tag{1.17}
\end{equation*}
$$

and

$$
A_{i}=Q_{2}{ }^{T} \mathfrak{C}_{i} Q_{2}=\left(\begin{array}{ccc}
A_{i}{ }^{1} & A_{i}{ }^{2} & A_{i}{ }^{4}  \tag{1.18}\\
\left(A_{i}{ }^{2}\right)^{T} & A_{i}{ }^{3} & 0 \\
\left(A_{i}{ }^{4}\right)^{T} & 0 & 0
\end{array}\right)
$$

where $A_{i}{ }^{1}=\mathfrak{C}_{i}^{1}, A_{i}{ }^{3}, i=1,2, \ldots, m-1$, are all diagonal matrices and do not have common 0 's in the same positions.

For any diagonal matrices D and E, define $\operatorname{supp}(D):=\left\{i \mid D_{i i} \neq 0\right\}$ and $\operatorname{supp}(D) \cup$ $\operatorname{supp}(E):=\left\{i \mid D_{i i} \neq 0\right.$ or $\left.E_{i i} \neq 0\right\}$.

Lemma 1.2.15 ([37], Lemma 12). For $k(k \geq 2) n \times n$ nonzero diagonal matrices $D^{1}, D^{2}, \ldots, D^{k}$, if there exists no common 0's in the same position, then the following procedure will find $\mu_{i} \in \mathbb{R}, i=1,2, \ldots, k$, such that $\sum_{i=1}^{k} \mu_{i} D^{i}$ is nonsingular.

Step 1. Let $D=D^{1}, \mu_{1}=1$ and $\mu_{i}=0$, for $i=1,2, \ldots, n, j=1$.
Step 2. Let $D^{*}=D+\mu_{j+1} D^{j+1}$ where $\mu_{j+1}=\frac{s}{n}, s \in\{0,1,2, \ldots, n\}$ with $s$ being chosen such that $D^{*}=D+\mu_{j+1} D^{j+1}$ and $\operatorname{supp}\left(D^{*}\right)=\operatorname{supp}(D) \cup \operatorname{supp}\left(D^{j+1}\right)$;

Step 3. Let $D=D^{*}, j=j+1$; if $D$ is nonsingular or $j=n$, STOP and output D : else, go to Step 2,

Define

$$
D=\sum_{i=1}^{m-1} \lambda_{i} A_{i}=\left(\begin{array}{ccc}
D_{1} & D_{2} & D_{4}  \tag{1.19}\\
D_{2}^{T} & D_{3} & 0 \\
D_{4}^{T} & 0 & 0
\end{array}\right)
$$

where $\mu_{i}, i=1,2, \ldots, m-1$, are chosen, via the procedure in Lemma 1.2.15, such that $D_{3}$ is nonsingular.

Theorem 1.2.3 ([37], Theorem 13). If $\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m} \succeq 0$, but there does not exist $\lambda \in \mathbb{R}^{m}$ such that $\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m} \succ 0$ and suppose $\lambda_{m} \neq 0$, then $C_{1}, C_{2}, \ldots, C_{m}$ are $\mathbb{R}-S D C$ if and only if $C_{1}, \ldots, C_{m-1}$ and $\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m} \succeq$ 0 are $\mathbb{R}-S D C$ if and only if $A_{i}^{3}$ (defined in (1.16)), $i=1,2, \ldots, m$ are $\mathbb{R}-S D C$, and the following conditions are also satisfied:

1. $D_{4}=0$ and $A_{i}^{4}=0, i=1,2, \ldots, m-1$.
2. $A_{i}^{2}=D_{2} D_{3}^{-1} A_{i}^{3}, i=1,2, \ldots, m-1$.
3. $A_{i}^{1}-A_{i}^{2} D_{3}^{-1} D_{2}^{T}, i=1,2, \ldots, m-1$, mutually commute, where $A_{i}^{1}, A_{i}^{2}, A_{i}^{3}$ and $A_{i}^{4}$ are defined in (1.18) and $D$ is defined in (1.19).

We notice that the assumption for the positive semidefiniteness of a matrix pencil is very restrictive. It is not difficult to find a counter example. Let

$$
\begin{aligned}
C_{1} & =\left(\begin{array}{cccccc}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right) ; C_{2}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & -3 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 & 0 \\
0 & 0 & 0 & 0 & 0 & -4
\end{array}\right) ; \\
C_{3} & =\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right) .
\end{aligned}
$$

We see that $C_{1}, C_{2}, C_{3}$ are $\mathbb{R}$-SDC by a nonsingular matrix

$$
P=\left(\begin{array}{cccccc}
1 & -1 & 0 & 0 & 0 & 0 \\
\sqrt{2}-1 & \sqrt{2}+1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

However, we can check that there exists no positive semidefinite linear combination of $C_{1}, C_{2}, C_{3}$ because the inequality $\lambda_{1} C_{1}+\lambda_{2} C_{2}+\lambda_{3} C_{3} \succeq 0$ has no solution $\lambda=$ $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \in \mathbb{R}^{3}, \lambda \neq 0$.

For a set of more than two Hermitian matrices, Binding [7] showed that the SDC problem can be equivalently transformed to the SDS type under the assumption that there exists a nonsingular linear combination of the matrices.

Lemma 1.2.16 ([7], Corollary 1.3). Let $C_{1}, C_{2}, \ldots, C_{m}$ be Hermitian matrices. If $\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m}$ is nonsingular for some $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m}$. Then $C_{1}, C_{2}, \ldots, C_{m}$ are $*-S D C$ if and only if $\mathfrak{C}(\lambda)^{-1} C_{1}, \mathfrak{C}(\lambda)^{-1} C_{2}, \ldots, \mathfrak{C}(\lambda)^{-1} C_{m}$ are SDS.

As noted in Lemma 1.1.5, $\mathfrak{C}(\lambda)^{-1} C_{1}, \mathfrak{C}(\lambda)^{-1} C_{2}, \ldots, \mathfrak{C}(\lambda)^{-1} C_{m}$ are SDS if and only if each of which is diagonalizable and $\mathfrak{C}(\lambda)^{-1} C_{i}$ commutes with $\mathfrak{C}(\lambda)^{-1} C_{j}, i<j$.

The unsolved case when $\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\ldots+\lambda_{m} C_{m}$ is singular for all $\lambda \in \mathbb{R}^{m}$ is now solved in this dissertation. Please see Theorem 2.1.4 in Chapter 2.

A similar result but for complex symmetric matrices has been developed by Bustamante et al. [11]. Specifically, the authors showed that the SDC problem of complex symmetric matrices can always be equivalently rephrased as an SDS problem.

Lemma 1.2.17 ([11], Theorem 7). Let $C_{1}, C_{2}, \ldots, C_{m} \in \mathcal{S}^{n}(\mathbb{C})$ have maximum pencil rank $n$. For any $\lambda_{0}=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathbb{C}^{m}, \mathfrak{C}\left(\lambda_{0}\right)=\sum_{i=1}^{m} \lambda_{i} C_{i}$ with $\operatorname{rank} \mathfrak{C}\left(\lambda_{0}\right)=n$ then $C_{1}, C_{2}, \ldots, C_{m}$ are $\mathbb{C}$-SDC if and only if, $\mathfrak{C}\left(\lambda_{0}\right)^{-1} C_{1}, \ldots, \mathfrak{C}\left(\lambda_{0}\right)^{-1} C_{m}$ are $S D S$.

When $\max _{\lambda \in \mathbb{C}^{m}} \operatorname{rank} \mathfrak{C}(\lambda)=r<n$ and $\operatorname{dim} \bigcap_{j=1}^{m} \operatorname{Ker} C_{j}=n-r$, there must exist a nonsingular $Q \in \mathbb{C}^{n \times n}$ such that $Q^{T} C_{i} Q=\operatorname{diag}\left(\tilde{C}_{i}, 0_{n-r}\right)$. Fix $\lambda_{0} \in S^{2 m-1}$, where $S^{2 m-1}:=\left\{x \in \mathbb{C}^{m},\|x\|=1\right\},\|$.$\| denotes the usual Euclidean norm, such that$ $r=\operatorname{rank} \mathfrak{C}\left(\lambda_{0}\right)$. Reduced pencil $\tilde{C}_{i}$ then has nonsingular $\tilde{\mathfrak{C}}\left(\lambda_{0}\right)$.

Let $L_{j}:=\tilde{\mathfrak{C}}\left(\lambda_{0}\right)^{-1} \tilde{C}_{j}, j=1,2, \ldots, m$, be $r \times r$ matrices, the SDC problem is now rephrased into an SDS one as follows.

Lemma 1.2.18 ([11], Theorem 14). Let $C_{1}, C_{2}, \ldots, C_{m} \in \mathcal{S}^{n}(\mathbb{C})$ have maximum pencil rank $r<n$. Then $C_{1}, C_{2}, \ldots, C_{m} \in S^{n}(\mathbb{C})$ are $\mathbb{C}$-SDC if and only if $\operatorname{dim} \bigcap_{j=1}^{m} \operatorname{Ker} C_{j}=$ $n-r$ and $L_{1}, L_{2}, \ldots, L_{m}$ are $S D S$.

## Chapter 2

## Solving the SDC problems of Hermitian matrices and real symmetric matrices

This chapter is devoted to presenting the SDC results first for a collection of Hermitian matrices and later for a collection of real symmetric matrices. In Section 2.1 we show the SDC results of Hermitian matrices, i.e., all matrices $C_{i} \in \mathcal{C}$ are Hermitian. We first provide some equivalent conditions for $\mathcal{C}$ to be SDC. Interestingly, one of these conditions requires a positive definite solution to an appropriate system of linear equations over Hermitian matrices. Based on this theoretical result, we propose a polynomial-time algorithm for numerically solving the Hermitian SDC problem. The proposed algorithm is a combination of (i) detecting whether the initial matrix collection is simultaneously diagonalizable via congruence by solving an appropriate semidefinite program and (ii) using an Jacobi-like algorithm for simultaneously diagonalizing (via congruence) the new collection of commuting Hermitian matrices derived from the previous stage. Illustrative examples and numerical tests with Matlab are also presented. In Section 2.2 we present a constructive and inductive method for finding the SDC conditions of real symmetric matrices. Such a constructive approach helps conclude whether $\mathcal{C}$ is SDC or not and construct a congruence matrix $R$ if it is.

### 2.1 The Hermitian SDC problem

This section present two methods for solving the Hermitian SDC problem: The max-rank method and the SDP method. The results are based on [42] by Le and

Nguyen.

### 2.1.1 The max-rank method

The max-rank method based on Theorem 2.1.4 below, in which it requires a max rank Hermitian pencil. To find this max rank we will apply the Schmüdgen's procedure [56], which is summaried as follows. Let $F \in \mathbb{H}^{n}$ partition as

$$
F=\left(\begin{array}{cc}
\alpha & \beta \\
\beta^{*} & \hat{F}
\end{array}\right), \alpha \in \mathbb{R} .
$$

We then have the relations

$$
\begin{equation*}
X_{+} X_{-}=X_{-} X_{+}=\alpha^{2} . I_{n}, \alpha^{4} F=X_{+} \tilde{F} X_{+}^{*}, \tilde{F}=X_{-} F X_{-}^{*} \tag{2.1}
\end{equation*}
$$

where

$$
X_{ \pm}=\left(\begin{array}{cc}
\alpha & 0  \tag{2.2}\\
\pm \beta^{*} & \alpha I_{n-1}
\end{array}\right), \tilde{F}=\left(\begin{array}{cc}
\alpha^{3} & 0 \\
0 & \alpha\left(\alpha \hat{F}-\beta^{*} \beta\right)
\end{array}\right):=\left(\begin{array}{cc}
\alpha^{3} & 0 \\
0 & F_{1}
\end{array}\right) \in \mathbb{H}^{n}
$$

We now apply (2.1) and (2.2) to the pencil $F=\mathfrak{C}(\lambda)=\lambda_{1} C_{1}+\lambda_{2} C_{2}+\ldots+\lambda_{m} C_{m}$, where $C_{i} \in \mathbb{H}^{n}, \lambda \in \mathbb{R}^{m}$. In the situation of Hermitian matrices, we have a constructive proof for Theorem 2.1.1 that leads to a procedure for determining a maximum rank linear combination.

Fistly, we have the following lemma by direct computations.
Lemma 2.1.1. Let $A=\left(a_{i j}\right) \in \mathbb{H}^{n}$ and $P_{i k}$ be the ( $1 k$ )-permutation matrix, i.e, that is obtained by interchaning the columns 1 and $k$ of the identity matrix. The following hold true:
(i) If $a_{11}=0$ and $a_{k k} \neq 0$ (always real) for some $k=1,2, \ldots, n$, then

$$
P_{1 k}^{*} A P_{1 k}=\left(\begin{array}{cc}
a_{k k} & \beta \\
\beta^{*} & B
\end{array}\right), B^{*}=B .
$$

(ii) Let $S=I_{n}+e_{k} e_{t}^{*}$, where $e_{k}$ is the $k$ th unit vector of $\mathbb{C}^{n}$. Then the $(t, t)$ th entry of $S^{*} A S$ is $\tilde{a}=: a_{k k}+a_{t t}+a_{k t}+a_{t k} \in \mathbb{R}$. Moreover,

$$
P_{1 t}^{*} S^{*} A S P_{1 t}=\left(\begin{array}{cc}
\tilde{a} & \beta \\
\beta^{*} & B
\end{array}\right), B^{*}=B
$$

As a consequence, if all diagonal entries of $A$ are zero and $a_{k t}$ has nonzero real part for some $1 \leq k<t \leq n$, then $\tilde{a}=a_{k t}+a_{t k} \neq 0$.
(iii) Let $T=I_{n}+i e_{k} e_{t}^{*}$, where $i^{2}=-1$. Then the $(t, t)$ th entry of $T^{*} A T$ is $\tilde{a}=$ : $a_{k k}+a_{t t}+i\left(a_{t k}-\bar{a}_{t k}\right) \in \mathbb{R}$. Moreover,

$$
P_{1 t}^{*} T^{*} A T P_{1 t}=\left(\begin{array}{cc}
\tilde{a} & \beta \\
\beta^{*} & B
\end{array}\right), B^{*}=B
$$

As a consequence, if all diagonal entries of $A$ are zero and $a_{k t}$ has nonzero image part for some $1 \leq k<t \leq n$, then $\tilde{a}=i\left(a_{t k}-\bar{a}_{t k}\right)$.

Theorem 2.1.1. Let $\mathfrak{C}=\mathfrak{C}(\lambda) \in \mathbb{F}[\lambda]^{n \times n}$ be a Hermitian pencil, i.e, $\mathfrak{C}(\lambda)^{*}=\mathfrak{C}(\lambda)$ for every $\lambda \in \mathbb{R}^{m}$. Then there exist polynomial matrices $\mathfrak{X}_{+}, \mathfrak{X}_{-} \in \mathbb{F}[\lambda]^{n \times n}$ and polynomials $b, d_{j} \in \mathbb{R}[\lambda], j=1,2, \ldots, n$ (note that $b, d_{j}$ are always real even when $\mathbb{F}$ is the complex field) such that

$$
\begin{align*}
\mathfrak{X}_{+} \mathfrak{X}_{-} & =\mathfrak{X}_{-} \mathfrak{X}_{+}=b^{2} I_{n}  \tag{2.3a}\\
b^{4} \mathfrak{C} & =\mathfrak{X}_{+} \operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right) \mathfrak{X}_{+}^{*},  \tag{2.3b}\\
\mathfrak{X}_{-} \mathfrak{C} \mathfrak{X}_{-}^{*} & =\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right) . \tag{2.3c}
\end{align*}
$$

Proof. We apply Schmüdgen's procedure (2.1)-(2.2) step-by-step to $\mathfrak{C}_{0}=\mathfrak{C}, \mathfrak{C}_{1}, \ldots$, where

$$
\mathfrak{C}_{t-1}=\left(\begin{array}{cc}
\alpha_{t} & \beta_{t} \\
\beta_{t}^{*} & \hat{\mathfrak{C}}_{t}
\end{array}\right)=\mathfrak{C}_{t-1}^{*} \in \mathbb{H}^{n-t+1}, \mathfrak{C}_{t}=\alpha_{t}\left(\alpha_{t} \hat{\mathfrak{C}}_{t}-\beta^{*} \beta\right) \in \mathbb{H}^{n-t}, \alpha_{t} \in \mathbb{R}[\lambda]
$$

for $t=1,2, \ldots$, until there exists a diagonal or zero matrix $\mathfrak{C}_{k} \in \mathbb{F}[\lambda]^{(n-k) \times(n-k)}$.
If the $(1,1)$ st entry of $\mathfrak{C}_{t}$ is zero, by Lemma 2.1.1 we can find a nonsingular matrix $T \in \mathbb{F}^{n \times n}$ for that of $T^{*} \mathfrak{C}_{t} T$ being nonzero. Therefore, we can assume every matrix $\mathfrak{C}_{t}$ has a nonzero $(1,1)$ st entry.

We now describe the process in more detail. At the first step, partition $\mathfrak{C}_{0}$ as

$$
\mathfrak{C}_{0}=\left(\begin{array}{ll}
\alpha_{1} & \beta_{1} \\
\beta_{1}^{*} & \hat{\mathfrak{C}}_{1}
\end{array}\right), \hat{\mathfrak{C}}_{1}^{*}=\hat{\mathfrak{C}}_{1} \in \mathbb{F}[\lambda]^{(n-1) \times(n-1)}, 0 \neq \alpha_{1} \in \mathbb{R}[\lambda] .
$$

Assign $\mathfrak{C}_{1}=\alpha_{1}\left(\alpha_{1} \hat{\mathfrak{C}}_{1}-\beta_{1}^{*} \beta_{1}\right) \in \mathbb{H}^{n-1}$ and

$$
\mathfrak{X}_{1 \pm}=X_{1 \pm}(\lambda)=\left(\begin{array}{cc}
\alpha_{1} & 0 \\
\pm \beta_{1}^{*} & \alpha_{1} I_{n-1}
\end{array}\right)
$$

Then, by (2.2), we have

$$
\begin{gather*}
\mathfrak{X}_{1+} \mathfrak{X}_{1-}=\mathfrak{X}_{1-} \mathfrak{X}_{1+}=\alpha_{1}^{2} I_{n}, \\
\mathfrak{X}_{1-} \mathfrak{C} \mathfrak{X}_{1-}^{*}=\left(\begin{array}{cc}
\alpha_{1}^{3} & 0 \\
0 & \mathfrak{C}_{1}
\end{array}\right):=\tilde{\mathfrak{C}}_{1}, \alpha_{1}^{4} \mathfrak{C}=\mathfrak{X}_{1+} \tilde{\mathfrak{C}}_{1} \mathfrak{X}_{1+}^{*} . \tag{2.4}
\end{gather*}
$$

If $\mathfrak{C}_{1}$ is diagonal, stop. Otherwise, let's go to the second step by partitioning $\mathfrak{C}_{1}=\left(\begin{array}{ll}\alpha_{2} & \beta_{2} \\ \beta_{2}^{*} & \hat{\mathfrak{C}}_{2}\end{array}\right)$ and continue applying Schmüdgen's procedure (2.2) to $\mathfrak{C}_{1}$ in the second step

$$
\mathfrak{Y}_{2 \pm}=\left(\begin{array}{cc}
\alpha_{2} & 0 \\
\pm \beta_{2}^{*} & \alpha_{2} I_{n-2}
\end{array}\right), \mathfrak{Y}_{2-} \mathfrak{C}_{1} \mathfrak{Y}_{2-}^{*}=\left(\begin{array}{cc}
\alpha_{2}^{3} & 0 \\
0 & \mathfrak{C}_{2}
\end{array}\right), \mathfrak{C}_{2}=\alpha_{2}\left(\alpha_{2} \hat{\mathfrak{C}}_{2}-\beta_{2}^{*} \beta_{2}\right) \in \mathbb{H}^{n-2}
$$

Accumulating

$$
\mathfrak{X}_{2-}=\left(\begin{array}{cc}
\alpha_{2} & 0 \\
0 & \mathfrak{Y}_{2-}
\end{array}\right) \mathfrak{X}_{1-}, \mathfrak{X}_{2+}=\mathfrak{X}_{1+}\left(\begin{array}{cc}
\alpha_{2} & 0 \\
0 & \mathfrak{Y}_{2+}
\end{array}\right)
$$

and

$$
\mathfrak{X}_{2-} \mathfrak{C} \mathfrak{X}_{2-}^{*}=\left(\begin{array}{ccc}
\alpha_{1}^{3} \alpha_{2}^{3} & 0 & 0 \\
0 & \alpha_{2}^{3} & 0 \\
0 & 0 & \mathfrak{C}_{2}
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{2}^{3} \operatorname{diag}\left(\alpha_{1}^{3}, \alpha_{2}\right) & 0 \\
0 & \mathfrak{C}_{2}
\end{array}\right):=\tilde{\mathfrak{C}}_{2},
$$

then $\mathfrak{X}_{2-} \mathfrak{X}_{2+}=\mathfrak{X}_{2+} \mathfrak{X}_{2-}=\alpha_{1}^{2} \alpha_{2}^{2} I_{n}=b^{2} I_{n}$. The second step completes.
Suppose now we have at the $(k-1)$ th step that

$$
\mathfrak{X}_{(k-1)-} \mathfrak{C} \mathfrak{X}_{(k-1)-}^{*}=\left(\begin{array}{cc}
\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{k-1}\right) & 0 \\
0 & \mathfrak{C}_{k-1}
\end{array}\right):=\tilde{\mathfrak{C}}_{k-1},
$$

where $\mathfrak{C}_{k-1}=\mathfrak{C}_{k-1}^{*} \in \mathbb{F}[\lambda]^{(n-k+1) \times(n-k+1)}$, and $d_{1}, d_{2}, \ldots, d_{k-1}$ are all not identically zero. If $\mathfrak{C}_{k-1}$ is not diagonal (and suppose that its $(1,1)$ st entry is nonzero), then partition $\mathfrak{C}_{k-1}$ and go to the $k$ th step with the following updates:

$$
\begin{align*}
\mathfrak{C}_{k-1} & =\left(\begin{array}{cc}
\alpha_{k} & \beta_{k} \\
\beta_{k}^{*} & \hat{\mathfrak{C}}_{k}
\end{array}\right), \mathfrak{C}_{k}=\alpha_{k}\left(\alpha_{k} \hat{\mathfrak{C}}_{k}-\beta_{k}^{*} \beta_{k}\right), b=\prod_{t=1}^{k} \alpha_{t}, \\
\mathfrak{X}_{k+} & =\mathfrak{X}_{(k-1)+} \cdot\left(\begin{array}{cc}
\alpha_{k} I & 0 \\
0 & \mathfrak{Y}_{k+}
\end{array}\right), \mathfrak{X}_{k-}=\left(\begin{array}{cc}
\alpha_{k} I_{k-1} & 0 \\
0 & \mathfrak{Y}_{k-}
\end{array}\right) \cdot \mathfrak{X}_{(k-1)-},  \tag{2.5}\\
\mathfrak{X}_{k-} \mathfrak{C} \mathfrak{X}_{k-}^{*} & =\left(\begin{array}{cc}
\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{k-1}, d_{k}\right) & 0 \\
0 & \mathfrak{C}_{k}
\end{array}\right):=\tilde{\mathfrak{C}}_{k},
\end{align*}
$$

where $\mathfrak{Y}_{k \pm}=\left(\begin{array}{cc}\alpha_{k} & 0 \\ \pm \beta_{k}^{*} & \alpha_{k} I_{n-k}\end{array}\right)$ and

$$
\begin{equation*}
d_{k}=\alpha_{k}^{3}, d_{j}=\alpha_{j}^{3} \prod_{t=j+1}^{k} \alpha_{t}^{2}, j=1,2, \ldots, k-1 \tag{2.6}
\end{equation*}
$$

The procedure immediately stops if $\mathfrak{C}_{k}$ is diagonal, and $\mathfrak{X}_{ \pm}$in (2.3c) will be $\mathfrak{X}_{k \pm}$.

The proof of Theorem 2.1.1 gives a comprehensive update according to Schmügen's procedure. However, we only need the diagonal elements of $\tilde{\mathfrak{C}}_{k}$ to determine the maximum rank of $\mathfrak{C}(\lambda)$ at the end. The following theorem allows us to determine such a maximum rank linear combination.

Theorem 2.1.2. Use notation as in Theorem 2.1.1, and suppose $\mathfrak{C}_{k}$ in (2.5) is diagonal but every $\mathfrak{C}_{t}, t=0,1,2, \ldots, k-1$, is not so. Consider the modification of (2.5) as

$$
\begin{align*}
\mathfrak{C}_{k-1} & =\left(\begin{array}{cc}
\alpha_{k} & \beta_{k} \\
\beta_{k}^{*} & \hat{\mathfrak{C}}_{k}
\end{array}\right), \quad \mathfrak{C}_{k}=\alpha_{k}\left(\alpha_{k} \hat{\mathfrak{C}}_{k}-\beta_{k}^{*} \beta_{k}\right), \\
\mathfrak{X}_{k-} & =\left(\begin{array}{cc}
I_{k-1} & 0 \\
0 & \mathfrak{Y}_{k-}
\end{array}\right) \cdot \mathfrak{X}_{(k-1)-},  \tag{2.7}\\
\mathfrak{X}_{k-} \mathfrak{C X}_{k-}^{*} & =\left(\begin{array}{cc}
\operatorname{diag}\left(\alpha_{1}^{3}, \alpha_{2}^{3}, \ldots, \alpha_{k-1}^{3}, \alpha_{k}^{3}\right) & 0 \\
0 & \mathfrak{C}_{k}
\end{array}\right):=\left(\begin{array}{cc}
\alpha_{k} & 0 \\
\pm \beta_{k}^{*} & \alpha_{k} I_{n-k}
\end{array}\right),
\end{align*}
$$

Moreover, let $d_{i}=\alpha_{i}^{3}, i=1,2, \ldots, k$, and $\mathfrak{C}_{k}=\operatorname{diag}\left(d_{k+1}, d_{k+2}, \ldots, d_{n}\right), d_{j} \in \mathbb{R}[\lambda], j=$ $1,2, \ldots, n$, and some of $d_{k+1}, d_{k+2}, \ldots, d_{n}$ may be identically zero. The following hold true.
(i) $\alpha_{t}$ divides $\alpha_{t+1}$ (and therefore $d_{t}$ divides $d_{t+1}$ ) for every $t \leq k-1$, and if $k<n$, then $\alpha_{k}$ divides every $d_{j}, j>k$.
(ii) The pencil $\mathfrak{C}(\lambda)$ has the maximum rank $r$ if and only if there exists a permutation such that $\tilde{\mathfrak{C}}(\lambda)=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{r}, 0, \ldots, 0\right), d_{j}$ is not identically zero for every $j=1,2, \ldots, r$. In addition, the maximum rank of $\mathfrak{C}(\lambda)$ achieves at $\hat{\lambda}$ if and only if $\alpha_{k}(\hat{\lambda}) \neq 0$ or $\left(\prod_{t=k+1}^{r} d_{t}(\hat{\lambda})\right) \neq 0$, respectively, depends upon $\mathfrak{C}_{k}$ being identically zero or not.

Proof.
(i) The construction of $\mathfrak{C}_{1}, \ldots, \mathfrak{C}_{k}$ imply that $\alpha_{t}$ divides $\alpha_{t+1}, t=1,2, \ldots, k-1$. In particular, $\alpha_{k}$ is divisible by $\alpha_{t}, \forall t=1,2, \ldots, k-1$. Moreover, if $k<n$, then $\alpha_{k}$ divides $d_{j}, \forall j=k+1, \ldots, n$, $\left(\right.$ since $\left.\mathfrak{C}_{k}=\alpha_{k}\left(\alpha_{k} \hat{\mathfrak{C}}_{k}-\beta_{k}^{*} \beta_{k}\right)=\operatorname{diag}\left(d_{k+1}, d_{k+2}, \ldots, d_{n}\right)\right)$, provided by the formula of $\mathfrak{C}_{k}$ in (2.7).
(ii) We first note that after an appropriate number of permutations, $\tilde{\mathfrak{C}}_{k}$ must be of the form $\tilde{\mathfrak{C}}_{k}=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{k}, \ldots, d_{r}, 0, \ldots, 0\right)$, with $d_{1}, d_{2}, \ldots, d_{r}$ not identically zero. Moreover, $k \leq r$, in which the equality occurs if and only if $\mathfrak{C}_{k}$ is zero because $\mathfrak{C}_{t}$ is determined only when $\alpha_{t}=\mathfrak{C}_{t-1}(1,1) \neq 0$.

Finally, since $d_{k}, \ldots, d_{r}$ are real polynomials, one can pick a $\hat{\lambda} \in \mathbb{R}^{m}$ such that $\prod_{t=k}^{r} d_{t}(\hat{\lambda}) \neq 0$. By i), $d_{i}(\hat{\lambda}) \neq 0$ for all $i=1, \ldots, r$, and hence $\operatorname{rank} \mathfrak{C}(\hat{\lambda})=r$ is the maximum rank of the pencil $\mathfrak{C}(\lambda)$.

The updates of $\mathfrak{X}_{k-}$ and $d_{j}$ as in (2.7) are really more simple than that in (2.3c). Therefore, we use (2.7) to propose the following algorithm.

Algorithm 2 Schmüdgen-like algorithm determining maximum rank of a pencil.
INPUT: Hermitian matrices $C_{1}, \ldots, C_{m} \in \mathbb{H}^{n}$.
OUTPUT: A real $m$-tuple $\hat{\lambda} \in \mathbb{R}^{m}$ that maximizes the rank of the pencil $\mathfrak{C}=: \mathfrak{C}(\lambda)$.
1: Set up $\mathfrak{C}_{0}=\mathfrak{C}$ and $\alpha_{1}, \tilde{\mathfrak{C}}_{1}$ (containing $\left.\mathfrak{C}_{1}\right), \mathfrak{X}_{1 \pm}$ as in (2.7).
$2: k \leftarrow 1$.
3: While $\mathfrak{C}_{k}$ is not diagonal do
4: $k \leftarrow k+1$.
5: Do the computations as in (2.7) to obtain $\alpha_{k}, \mathfrak{X}_{k-}, \tilde{\mathfrak{C}}_{k}$ containing $\mathfrak{C}_{k}$.
6: Endwhile
7: Pick a $\hat{\lambda} \in \mathbb{R}^{m}$ that satisfies Theorem 2.1.2 (ii).

Let us consider the following example to see how the algorithm works.
Example 2.1.1. Given singular matrices: $C_{1}=\left(\begin{array}{ccc}-1 & -2-2 i & 0 \\ -2+2 i & -3 & 0 \\ 0 & 0 & 0\end{array}\right)$;

$$
C_{2}=\left(\begin{array}{ccc}
1 & i & -i \\
-i & 1 & -1 \\
i & -1 & 2
\end{array}\right) ; C_{3}=\left(\begin{array}{ccc}
1 & 1+i & 2 \\
1-i & 2 & 2(1-i) \\
2 & 2(1+i) & 4
\end{array}\right) .
$$

$$
\mathfrak{C}=x C_{1}+y C_{2}+z C_{3}
$$

$$
=\left(\begin{array}{ccc}
-x+y+z & -2 x+z+(-2 x+y+z) i & 2 z-y i \\
-2 x+z-(-2 x+y+z) i & -3 x+y+2 z & -y+2 z-2 z i \\
2 z+y i & -y+2 z+2 z i & 2 y+4 z
\end{array}\right)
$$

and

$$
\begin{aligned}
& \alpha_{1}=-x+y+z ; \quad \beta_{1}=(-2 x+z+(-2 x+y+z) i ; 2 z-y i) ; \\
& \hat{\mathfrak{C}}_{1}=\left(\begin{array}{cc}
-3 x+y+2 z & -y+2 z-2 z i \\
-y+2 z+2 z i & 2 y+4 z
\end{array}\right) ; \\
& \mathfrak{C}_{1}=\alpha_{1}\left(\alpha_{1} \cdot \hat{\mathfrak{C}}_{1}-\beta_{1}^{*} \beta_{1}\right) \\
& \\
& \quad=\alpha_{1}\left(\begin{array}{cc}
-5 x^{2}+y z+3 x z & -x y+2 x z+2 y z+i(-2 x y+y z-2 x z) \\
-x y+2 x z+2 y z-i(-2 x y+y z-2 x z) & y^{2}-2 x y-4 x z+6 y z
\end{array}\right)
\end{aligned}
$$

We have

$$
X_{1 \pm}:=Y_{1 \pm}=\left(\begin{array}{cc}
\alpha_{1} & 0 \\
\pm \beta_{1}^{*} & \alpha_{1} I_{2}
\end{array}\right)
$$

and

$$
\begin{aligned}
& X_{1-} \cdot \mathfrak{C} \cdot X_{1-}^{*}=\left(\begin{array}{cc}
\alpha_{1}^{3} & 0 \\
0 & \mathfrak{C}_{1}
\end{array}\right), \\
& \mathfrak{C}_{1}=\left(\begin{array}{cc}
\alpha_{2} & \beta_{2} \\
\beta_{2}^{*} & \hat{\mathfrak{C}}_{2}
\end{array}\right) ; \\
& \mathfrak{C}_{2}=\alpha_{2}\left(\alpha_{2} \cdot \hat{C}_{2}-\beta_{2}^{*} \cdot \beta_{2}\right):=\gamma
\end{aligned}
$$

where

$$
\begin{aligned}
& \alpha_{2}=\alpha_{1}\left(-5 x^{2}+y z+3 x z\right) ; \quad \beta_{2}=\alpha_{1}(-x y+2 x z+2 y z+i(-2 x y+y z-2 x z)) ; \\
& \hat{\mathfrak{C}}_{2}=\alpha_{1}\left(y^{2}-2 x y-4 x z+6 y z\right) ; \\
& \gamma=\alpha_{1} \cdot \alpha_{2}^{2}\left(y^{2}-2 x y-4 x z+6 y z\right) \\
& -\alpha_{1}^{2} \cdot \alpha_{2}\left(5 x^{2} y^{2}+8 x^{2} z^{2}+5 y^{2} z^{2}+4 x^{2} y z-8 x y^{2} z+4 x y z^{2}\right) . \\
& Y_{2-}=\left(\begin{array}{cc}
\alpha_{2} & 0 \\
-\beta_{2}^{*} & \alpha_{2}
\end{array}\right) ; X_{2-}=\left(\begin{array}{cc}
1 & 0 \\
0 & Y_{2-}
\end{array}\right) \cdot X_{1-}, \\
& X_{2-} \cdot \mathfrak{C} \cdot X_{2-}^{*}=\left(\begin{array}{cc}
\operatorname{diag}\left(\alpha_{1}^{3}, \alpha_{2}^{3}\right) & 0 \\
0 & \gamma
\end{array}\right) .
\end{aligned}
$$

We now choose $\alpha_{1}, \alpha_{2}, \gamma$ such that the matrix $X_{2-}$. $\mathfrak{C} . X_{2-}^{*}$ is nonsingular, for example $\alpha_{1}=1 ; \alpha_{2}=-1$ and $\gamma=19$, corresponding to $(x, y, z)=(1,1,1)$. Then

$$
\mathfrak{C}=C_{1}+C_{2}+C_{3}=\left(\begin{array}{ccc}
1 & -1 & 2-i \\
-1 & 0 & 1-2 i \\
2+i & 1+2 i & 6
\end{array}\right) \text { with } \operatorname{det} \mathfrak{C}=-19
$$

Now, we revisit a link between the Hermitian-SDC and SDS problems: A finite collection of Hermitian matrices is $*$-SDC if and only if an appropriate collection of same size matrices is SDS.

First, we present the necessary and sufficient conditions for simultaneous diagonalization via congruence of commuting Hermite matrices. This result is given, e.g., in [34, Theorem 4.1.6] and [7, Corollary 2.5]. To show how Algorithm 3 performs and finds a nonsingular matrix simultaneously diagonalizing commuting matrices, we give a constructive proof using only a matrix computation technique. The idea of the proof follows from that of [37, Theorem 9] for real symmetric matrices.

Theorem 2.1.3. The matrices $I, C_{1}, \ldots, C_{m} \in \mathbb{H}^{n}, m \geq 1$ are $*-S D C$ if and only if they are commuting. Moreover, when this the case, there are $*-S D C$ by a unitary matrix (resp., orthogonal one) if $C_{1}, C_{2}, \ldots, C_{m}$ are complex (resp., all real).

Proof. If $I, C_{1}, \ldots, C_{m} \in \mathbb{H}^{n}, m \geq 1$ are $*$-SDC, then there exists a nonsingular matrix $U \in \mathbb{C}^{n \times n}$ such that $U^{*} I U, U^{*} C_{1} U, \ldots, U^{*} C_{m} U$ are diagonal. Note that,

$$
\begin{equation*}
U^{*} I U=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right) \succ 0 \tag{2.8}
\end{equation*}
$$

Let $D=\operatorname{diag}\left(\frac{1}{\sqrt{d_{1}}}, \ldots, \frac{1}{\sqrt{d_{m}}}\right)$ and $V=U D$. Then $V$ must be unitary and $V^{*} C_{i} V=D U^{*} C_{i} U D$ is diagonal for every $i=1,2, \ldots, m$.

Thus $V^{*} C_{i} V \cdot V^{*} C_{j} V=V^{*} C_{j} V \cdot V^{*} C_{i} V, \forall i \neq j$, and hence $C_{i} C_{j}=C_{j} C_{i}, \forall i \neq j$. Moreover, each $V^{*} C_{i} V$ is real since it is Hermitian.

On the contrary, we prove by induction on $m$.
In the case $m=1$, the proposition is true since any Hermitian matrix can be diagonalized by a unitary matrix.

For $m \geq 2$, we suppose the proposition holds true for $m-1$ matrices.
Now, we consider an arbitrary collection of Hermitian matrices $I, C_{1}, \ldots, C_{m}$. Let $P$ be a unitary matrix that diagonalizes $C_{1}$ :

$$
P^{*} P=I, \quad P^{*} C_{1} P=\operatorname{diag}\left(\alpha_{1} I_{n_{1}}, \ldots, \alpha_{k} I_{n_{k}}\right),
$$

where $\alpha_{i}$ 's are distinct and real eigenvalues of $C_{1}$. Since $C_{1}$ and $C_{i}$ commute for all $i=2, \ldots, m$, so do $P^{*} C_{1} P$ and $P^{*} C_{i} P$. By Lemma 1.1.2, we have

$$
P^{*} C_{i} P=\operatorname{diag}\left(C_{i 1}, C_{i 2}, \ldots, C_{i k}\right), \quad i=2,3, \ldots, m
$$

where each $C_{i t}$ is Hermitian of size $n_{t}$.

Now, for each $t=1,2, \ldots, k$, since $C_{i t} C_{j t}=C_{j t} C_{i t}, \forall i, j=2,3, \ldots, m$, (by $C_{i} C_{j}=C_{j} C_{i}$, the induction hypothesis leads to the fact that

$$
\begin{equation*}
I_{n_{t}}, C_{2 t}, \ldots, C_{m t} \tag{2.9}
\end{equation*}
$$

are $*$-SDC by a unitary matrix $Q_{t}$. Determine $U=P \operatorname{diag}\left(Q_{1}, Q_{2}, \ldots, Q_{k}\right)$. Then

$$
\begin{align*}
U^{*} C_{1} U & =\operatorname{diag}\left(\alpha_{1} I_{n 1}, \ldots, \alpha_{k} I_{n k}\right)  \tag{2.10}\\
U^{*} C_{i} U & =\operatorname{diag}\left(Q_{1}^{*} C_{i 1} Q_{1}, \ldots, Q_{k}^{*} C_{i k} Q_{k}\right), i=2,3, \ldots, m,
\end{align*}
$$

are all diagonal.

In the above proof, the fewer multiple eigenvalues the starting matrix $C_{1}$ has, the fewer number of collection as in (2.9) need to be solved. Algorithm 3 below takes this observation into account at the first step. To this end, the algorithm computes the eigenvalue decomposition of all matrices $C_{1}, C_{2}, \ldots, C_{m}$ for finding a matrix with the minimum number of multiple eigenvalues.

```
Algorithm 3 Solving the \(*\)-SDC problem of commuting Hermitian matrices
INPUT: Commuting matrices \(C_{1}, C_{2}, \ldots, C_{m}\).
OUTPUT: Unitary matrix \(U\) making \(U^{*} C_{1} U, \ldots, U^{*} C_{m} U\) be all diagonal.
```

1: Pick a matrix with the minimum number of multiple eigenvalues, say, $C_{1}$.
2: Find an eigenvalue decomposition of $C_{1}: C_{1}=P^{*} \operatorname{diag}\left(\alpha_{1} I_{n_{1}}, \ldots, \alpha_{k} I_{n_{k}}\right), n_{1}+$ $n_{2}+\ldots+n_{k}=n, \alpha_{1}, \ldots, \alpha_{k}$ are distinct real eigenvalues, and $P^{*} P=I$.

3: Compute the diagonal blocks of $P^{*} C_{i} P, i \geq 2$ :

$$
P^{*} C_{i} P=\operatorname{diag}\left(C_{i 1}, C_{i 2}, \ldots, C_{i k}\right), C_{i t} \in \mathbb{H}^{n_{i}}, \forall t=1,2, \ldots, k
$$

where $C_{2 t}, \ldots, C_{m t}$ pairwise commute for every $t=1,2, \ldots, k$.
4: For each $t=1,2, \ldots, k$ simultaneously diagonalize the collection of matrices $I_{n_{t}}, C_{2 t}, \ldots, C_{m t}$ by a unitary matrix $Q_{t}$.

5: Define $U=P \operatorname{diag}\left(Q_{1}, \ldots, Q_{k}\right)$.

In the example below, we see that when $C_{1}$ has no multiple eigenvalue, the algorithm 3 immediately gives the congruence matrix in one step.

Example 2.1.2. Let

$$
C_{1}=\left(\begin{array}{cc}
1 & 1+i \\
1-i & 2
\end{array}\right) ; C_{2}=\left(\begin{array}{cc}
2 & 3+3 i \\
3-3 i & 5
\end{array}\right) ; C_{3}=\left(\begin{array}{cc}
-1 & -2-2 i \\
-2+2 i & -3
\end{array}\right)
$$

be commuting matrices and $C_{1}$ has two distinct eigenvalues, then we immediately find a unitary matrix $P=\left(\begin{array}{cc}\frac{\sqrt{3}}{3} & \frac{\sqrt{6}}{6} \\ \frac{\sqrt{3}}{3}(1-i) & \frac{\sqrt{6}}{6}(i-1)\end{array}\right)$ such that $P^{*} C_{1} P=\left(\begin{array}{ll}3 & 0 \\ 0 & 0\end{array}\right)$, $P^{*} C_{2} P=\left(\begin{array}{cc}8 & 0 \\ 0 & -\frac{\sqrt{6}+3}{9}\end{array}\right) ; P^{*} C_{3} P=\left(\begin{array}{cc}-15 & 0 \\ 0 & -\frac{5}{3}\end{array}\right)$ are all diagonals.

Using Theorem 2.1.3, we describe comprehensively the SDC property of a collection of Hermitian matrices in Theorem 2.1.4 below. Its results are combined from [7] and references therein, but we restate and give a constructive proof leading to Algorithm 4. It is worth mentioning that in Theorem 2.1.4 below, $\mathfrak{C}(\lambda)$ is a Hermitian pencil, i.e., the parameter $\lambda$ appearing in the theorem is always real if $\mathbb{F}$ is the field of real or complex numbers.

Theorem 2.1.4. Let $0 \neq C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{n}$ with $\operatorname{dim}_{\mathbb{C}}\left(\bigcap_{t=1}^{m} \operatorname{ker} C_{t}\right)=q$, (always $q<n$.)

1. If $q=0$, then the following hold:
(i) If $\operatorname{det} \mathfrak{C}(\lambda)=0$, for all $\lambda \in \mathbb{R}^{m}$ (over only real m-tuple $\lambda$ ), then $C_{1}, \ldots, C_{m}$ are not $*-S D C$.
(ii) Otherwise, there exists $\lambda \in \mathbb{R}^{m}$ such that $\mathfrak{C}(\lambda)$ is nonsingular. The matrices $C_{1}, \ldots, C_{m}$ are $*-S D C$ if and only if $\mathfrak{C}(\lambda)^{-1} C_{1}, \ldots, \mathfrak{C}(\lambda)^{-1} C_{m}$ pairwise commute and every $\mathfrak{C}(\lambda)^{-1} C_{i}, i=1,2, \ldots, m$, is similar to a real diagonal matrix.
2. If $q>0$, then there exists a nonsingular matrix $V$ such that

$$
\begin{equation*}
V^{*} C_{i} V=\operatorname{diag}\left(\hat{C}_{i}, 0_{q}\right), \forall i=1,2, \ldots, m \tag{2.11}
\end{equation*}
$$

where $0_{q}$ is the $q \times q$ zero matrix and $\hat{C}_{i} \in \mathbb{H}^{n-q}$ with $\bigcap_{t=1}^{m} \operatorname{ker} \hat{C}_{t}=0$. Moreover, $C_{1}, \ldots, C_{m}$ are $*-S D C$ if and only if $\hat{C}_{1}, \hat{C}_{2}, \ldots, \hat{C}_{m}$ are $*-S D C$.

Proof.

1. Suppose $q=0$,
(i) If $\operatorname{det} \mathfrak{C}(\lambda)=0$, for all $\lambda \in \mathbb{R}^{m}$ (over only real $m$-tuple $\lambda$ ), we prove that $C_{1}, \ldots, C_{m}$ are not $*$-SDC. Assume the opposite, $C_{1}, \ldots, C_{m}$ were $*$-SDC by a nonsingular matrix $P \in \mathbb{C}^{n \times n}$ and then

$$
C_{i}=P^{*} D_{i} P, D_{i}=\operatorname{diag}\left(\alpha_{i 1}, \quad \alpha_{i 2}, \ldots, \alpha_{i n}\right)
$$

where $D_{i}$ is real matrix, forall $i=1,2, \ldots, m$. Moreover,

$$
\mathfrak{C}(\lambda)=\sum_{i=1}^{m} \lambda_{i} C_{i}=\sum_{i=1}^{m} \lambda_{i} P^{*} D_{i} P=P^{*}\left(\sum_{i=1}^{m} \lambda_{i} D_{i}\right) P .
$$

The real polynomial (with real variable $\lambda$ )

$$
\operatorname{det} \mathfrak{C}(\lambda)=(\operatorname{det} P)^{2} . \Pi_{\mathrm{j}=1}^{\mathrm{n}}\left(\sum_{\mathrm{i}=1}^{\mathrm{m}} \alpha_{\mathrm{ij}} \lambda_{\mathrm{i}}\right) ; \lambda_{\mathrm{i}} \in \mathbb{R}, \mathrm{i}=1,2, \ldots, \mathrm{~m},
$$

is hence identically zero because of the hypothesis. But $\mathbb{R}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right]$ is an integer domain, and there must exist an identically zero factor, say, there exists $j \in\{1,2, \ldots, n\}$ such that $\left(\alpha_{1 j}, \alpha_{2 j}, \ldots, \alpha_{m j}\right)=0$.
Picking the vector $0 \neq x$ with $P x=e_{j}$, where $e_{j}$ is the jth unit vector in $\mathbb{C}^{n}$, one obtains

$$
C_{i} x=P^{*} D_{i} P x=P^{*} D_{i} e_{j}=0, \forall i=1,2, \ldots, m .
$$

It implies that $0 \neq x \in \bigcap_{t=1}^{m} k e r C_{t}$, contradicting the hypothesis. Part $(i)$ is thus proved.
(ii) Otherwise, there exists $\lambda \in \mathbb{R}^{m}$ such that $\mathfrak{C}(\lambda)$ is nonsingular.

Firstly, suppose $C_{1}, \ldots, C_{m}$ are $*$-SDC by a nonsingular matrix $P \in \mathbb{C}^{n \times n}$, then $P^{*} C_{i} P$ are all real diagonal. As a consequence,

$$
P^{-1} \mathfrak{C}(\lambda)^{-1} C_{i} P=\left[P^{*} \mathbb{C}(\lambda) P\right]^{-1}\left(P^{*} C_{i} P\right)
$$

is real diagonal for every $i=1,2, \ldots, m$. This yieds the pairwise commutativity of $P^{-1} \mathfrak{C}(\lambda)^{-1} C_{1} P, P^{-1} \mathfrak{C}(\lambda)^{-1} C_{2} P, \ldots, P^{-1} \mathfrak{C}(\lambda)^{-1} C_{m} P$ and hence that of $\mathfrak{C}(\lambda)^{-1} C_{1}, \mathfrak{C}(\lambda)^{-1} C_{2}, \ldots, \mathfrak{C}(\lambda)^{-1} C_{m}$.
Conversely, suppose $\mathfrak{C}(\lambda)^{-1} C_{1}, \mathfrak{C}(\lambda)^{-1} C_{2}, \ldots, \mathfrak{C}(\lambda)^{-1} C_{m}$ pairwise commute and every $\mathfrak{C}(\lambda)^{-1} C_{i}, i=1,2, \ldots, m$, is similar to a real diagonal matrix. Then there exists a nonsingular $Q \in \mathbb{C}^{n \times n}$ such that $Q^{-1} \mathfrak{C}(\lambda)^{-1} C_{i} Q=M_{i}$ are all real diagonal.

We have $Q^{*} \mathfrak{C}(\lambda) Q . M_{i}=Q^{*} C_{i} Q, i=1,2, \ldots, m$. Since $C_{i}$ is Hermitian, so is $Q^{*} C_{i} Q$. Then

$$
Q^{*} \mathfrak{C}(\lambda) Q \cdot M_{i}=Q^{*} C_{i} Q=\left(Q^{*} C_{i} Q\right)^{*}=\left(Q^{*} \mathfrak{C}(\lambda) Q \cdot M_{i}\right)^{*}=M_{i} \cdot Q^{*} \mathfrak{C}(\lambda) Q .
$$

Therefore, we have

$$
\begin{aligned}
Q^{*} C_{i} Q \cdot Q^{*} C_{j} Q & =Q^{*} \mathfrak{C}(\lambda) Q \cdot M_{i} \cdot Q^{*} \mathfrak{C}(\lambda) Q \cdot M_{j} \\
& =Q^{*} \mathfrak{C}(\lambda) Q \cdot M_{i} \cdot M_{j} \cdot Q^{*} \mathfrak{C}(\lambda) Q \\
& =Q^{*} \mathfrak{C}(\lambda) \cdot M_{j} \cdot M_{i} \cdot Q^{*} \mathfrak{C}(\lambda) Q \\
& =Q^{*} \mathfrak{C}(\lambda) \cdot M_{j} \cdot Q^{*} \mathbb{C}(\lambda) Q \cdot M_{i} \\
& =Q^{*} C_{j} Q \cdot Q^{*} C_{i} Q
\end{aligned}
$$

or $Q^{*} C_{1} Q, Q^{*} C_{2} Q, \ldots, Q^{*} C_{m} Q$ pairwise commute. By the Theorem 2.1.3, $I, Q^{*} C_{1} Q$, $Q^{*} C_{2} Q, \ldots, Q^{*} C_{m} Q$ are $*$-SDC. Implying $C_{1}, C_{2}, \ldots, C_{m}$ are $*$-SDC.
2. Suppose $q>0$, let $C \in \mathbb{C}^{m n \times n}$ be the matrix containing $C_{1}, C_{2}, \ldots, C_{m}$, and $C=U D V^{*}$ be a singular value decomposition. Since $\operatorname{rank} C=n-q$, the last $q$ columns of $V$ are an orthonormal basis of $\operatorname{Ker} C=\bigcap_{i=1}^{m} \operatorname{Ker} C_{i}$. One then can check that $V^{*} C_{i} V$ has the form (2.11) for every $i=1,2, \ldots, m$.

Moreover, by Lemma 1.1.6, $C_{1}, \ldots, C_{m}$ are $*$-SDC if and only if $\hat{C}_{1}, \hat{C}_{2}, \ldots, \hat{C}_{m}$ are $*$-SDC.

The following algorithm checks that the Hermitian matrices $C_{1}, C_{2}, \ldots, C_{m}$ are *-SDC or not.

```
Algorithm 4 The SDC of Hermitian matrices in a link with SDS.
INPUT: Matrices \(C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{n}\)
OUTPUT: Conclude whether \(C_{1}, C_{2}, \ldots, C_{m}\) are \(*\)-SDC or not.
```

1: Compute a singular value decomposition $C=U \sum V^{*}$, of $C=\left(C_{1}^{*}, C_{2}^{*}, \ldots, C_{m}^{*}\right)^{*}$, $\sum=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n-q}, 0, \ldots, 0\right), \sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{n-q}>0,0 \leq q \leq n-1$. Then $\operatorname{dim}_{\mathbb{F}}\left(\cap_{\mathrm{t}=1}^{\mathrm{m}} \mathrm{kerC}_{\mathrm{t}}\right)=\mathrm{q}$.
2. If $q=0$ :

Step 1: If $\operatorname{det} \mathfrak{C}(\lambda)=0$, for all $\lambda \in \mathbb{R}^{m}$, then $C_{1}, C_{2}, \ldots, C_{m}$ are not $*$-SDC. Else, go to Step 2.

Step 2: Find a $\underline{\lambda} \in \mathbb{R}^{m}$ such that $\mathfrak{C}:=\mathfrak{C}(\underline{\lambda})$ is nonsingular.
(a) If there exists $i \in\{1,2, \ldots, m\}$ such that $\mathfrak{C}^{-1} C_{i}$ is not similar to a diagonally real matrix, then conclude the given matrices are not $*$-SDC. Else, go to (b).
(b) If $\mathfrak{C}^{-1} C_{1}, \ldots, \mathfrak{C}^{-1} C_{m}$ are not commuting, which is equivalent to that $C_{i} \mathfrak{C}^{-1} C_{j}$ is not Hermitian for some $i \neq j$, then conclude the given matrices are not $*$-SDC. Else, they are $*$-SDC.

3: Else $(q>0)$ :
Step 3: For the singular value decomposition $C=U \sum V^{*}$ determined at the beginning, the matrix $V$ satisfies (2.11.) Pick the matrices $\hat{C}_{i}$ being the $(n-q) \times(n-q)$ top-left submatrix of $C_{i}$.
Step 4: Go to Step 1 with the resulting matrices $\hat{C}_{1}, \ldots, \hat{C}_{m} \in \mathbb{H}^{n-q}$.

In Algorithm 4, Step 1 checks whether the maximum rank of the pencil $\mathfrak{C}(\lambda)$ is strictly less than its size or not. This is because of the following equivalence:

$$
\operatorname{det} \mathfrak{C}(\lambda)=0, \forall \lambda \in \mathbb{R}^{n} \backslash\{0\} \Longleftrightarrow \max \left\{\operatorname{rank} \mathfrak{C}(\lambda) \mid \lambda \in \mathbb{R}^{m}\right\}<n .
$$

The terminology "maximum rank linear combination" is due to this equivalence and Lemma 1.1.4.

We now consider some examples in which all given matrices are singular. We apply Theorem 2.1.2 and Theorem 2.1.4 to solve the Hermitian SDC problem.

Example 2.1.3. Given three matrices as in Example 2.1.1, we use Algorithm 4 to check whether the matrices are $*$-SDC.

Observe that $\mathfrak{C}=C_{1}+C_{2}+C_{3}=\left(\begin{array}{ccc}1 & -1 & 2-i \\ -1 & 0 & 1-2 i \\ 2+i & 1+2 i & 6\end{array}\right)$ is nonsingular and $\operatorname{rank}\left(C_{1}^{*}, C_{2}^{*}, C_{3}^{*}\right)^{*}=3$. So $\operatorname{dim}\left(\bigcap_{i=1}^{3} \operatorname{ker} C_{i}\right)=0$.

$$
\mathfrak{C}^{-1}=\frac{1}{19}\left(\begin{array}{ccc}
5 & -10-3 i & 1-2 i \\
-10+3 i & -1 & 3-3 i \\
1+2 i & 3+3 i & 1
\end{array}\right)
$$

and

$$
\begin{aligned}
A & :=\mathfrak{C}^{-1} C_{1}=\frac{1}{19}\left(\begin{array}{ccc}
21-14 i & 20-i & 0 \\
12-5 i & 29+14 i & 0 \\
-13-2 i & -7-15 i & 0
\end{array}\right) \\
B:=\mathfrak{C}^{-1} C_{2} & =\frac{1}{19}\left(\begin{array}{ccc}
4+11 i & -11+4 i & 12-6 i \\
-7+7 i & -7-7 i & 10+4 i \\
4 & 4 i & 1-4 i
\end{array}\right) .
\end{aligned}
$$

It is easy to check that $A B \neq B A$. Therefore, by Theorem 2.1.4 (case 1(ii)), $C_{1}, C_{2}, C_{3}$ are not *-SDC.

Example 2.1.4. The matrices

$$
C_{1}=\left(\begin{array}{ccc}
1 & 3 & -1 \\
3 & 6 & 0 \\
-1 & 0 & -2
\end{array}\right), \quad C_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -3 & 2 \\
0 & 2 & -1
\end{array}\right), \quad C_{3}=\left(\begin{array}{ccc}
-1 & -3 & 2 \\
-3 & -5 & 4 \\
2 & 4 & -3
\end{array}\right)
$$

are all singular since $\operatorname{rank}\left(C_{1}\right)=\operatorname{rank}\left(C_{2}\right)=\operatorname{rank}\left(C_{3}\right)=2$. We furthermore have $\operatorname{dim}\left(\bigcap_{i=1}^{3} \operatorname{ker} C_{i}\right)=0$ since $\operatorname{rank}\left(C_{1} C_{2} C_{3}\right)^{T}=3$. We will prove these matrices are not SDC by applying Theorem 2.1.4 (case 1 (ii)) as follows. Consider the linear combination

$$
\mathfrak{C}=x C_{1}+y C_{2}+z C_{3}=\left(\begin{array}{ccc}
x-z & 3 x-3 z & 2 z-x \\
3 x-3 z & 6 x-3 y-5 z & 2 y+4 z \\
2 z-x & 2 y+4 z & -2 x-y-3 z
\end{array}\right)
$$

Applying Scmüdgen's procedure we have

$$
\tilde{\mathfrak{C}}_{1}=\mathfrak{X}_{1-} \mathfrak{C} \mathfrak{X}_{1-}^{*}=\left(\begin{array}{cc}
(x-z)^{3} & 0 \\
0 & \mathfrak{C}_{1}
\end{array}\right), \mathfrak{X}_{1-}=\left(\begin{array}{ccc}
x-z & 0 & 0 \\
3 z-3 x & x-z & 0 \\
x-2 z & 0 & x-z
\end{array}\right)
$$

where

$$
\mathfrak{C}_{1}=(x-z)\left(\begin{array}{cc}
-(x-z)(3 x+3 y-4 z) & (3 x+2 y-2 z)(x-z) \\
(3 x+2 y-2 z)(x-z) & -(x-2 z)^{2}-(x-z)(2 x+y+3 z)
\end{array}\right)
$$

$$
=:\left(\begin{array}{ll}
\alpha & \beta \\
\beta & \gamma
\end{array}\right) .
$$

Determine

$$
\mathfrak{X}_{2-}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \alpha & 0 \\
0 & -\beta & \alpha
\end{array}\right) \mathfrak{X}_{1-} .
$$

We then have

$$
\mathfrak{X}_{2-} \mathfrak{C} \mathfrak{X}_{2-}^{*}=\left(\begin{array}{ccc}
(x-z)^{3} & 0 & 0 \\
0 & \alpha^{3} & 0 \\
0 & 0 & \alpha\left(\alpha \gamma-\beta^{2}\right)
\end{array}\right) .
$$

Notice that none of the diagonal elements $(x-z)^{3}, \alpha$ and $\alpha\left(\alpha \gamma-\beta^{2}\right)$ in the latest matrix are identically zero. By Theorem 2.1.2, we pick $(x, y, z)$ such that all these elements do not vanish. For example, $(x, y, z)=(2,0,3)$ yields $\alpha=6, \beta=0, \gamma=3$, and $\alpha(\alpha \gamma-\beta)=108 \neq 0$. Then

$$
\mathfrak{X}_{-}=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
3 & -1 & 0 \\
-4 & 0 & -1
\end{array}\right), \mathfrak{C}=2 C_{1}+3 C_{3}=\left(\begin{array}{ccc}
-1 & -3 & 4 \\
-3 & -3 & 12 \\
4 & 12 & -13
\end{array}\right), \quad \operatorname{rank} \mathfrak{C}=3
$$

In this case, $\left(\mathfrak{C}^{-1} C_{1}\right)\left(\mathfrak{C}^{-1} C_{2}\right) \neq\left(\mathfrak{C}^{-1} C_{2}\right)\left(\mathfrak{C}^{-1} C_{1}\right)$ although every one of $\mathfrak{C}^{-1} C_{1}, \mathfrak{C}^{-1} C_{2}$, $\mathfrak{C}^{-1} C_{3}$ is similar to a real diagonal matrix.

Example 2.1.5. The matrices

$$
C_{1}=\left(\begin{array}{ccc}
-1 & -4 & 4 \\
-4 & -16 & 16 \\
4 & 16 & -16
\end{array}\right), C_{2}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -1 & 2 \\
0 & 2 & -4
\end{array}\right), \quad C_{3}=\left(\begin{array}{ccc}
-1 & -3 & 2 \\
-3 & -9 & 6 \\
2 & 6 & -4
\end{array}\right)
$$

are all singular and $\operatorname{dim}\left(\operatorname{ker} C_{1} \bigcap \operatorname{ker} C_{2} \bigcap \operatorname{ker} C_{3}\right)=1$. This intersection is spanned by, e.g., $x=(-4,2,1)$. Consider the linear combination

$$
\mathfrak{C}=x C_{1}+y C_{2}+z C_{3}=\left(\begin{array}{ccc}
-x-z & -4 x-3 z & 4 x+2 z \\
-4 x-3 z & -16 x-y-9 z & 16 x+2 y+6 z \\
4 x+2 z & 16 x+2 y+6 z & -16 x-4 y-4 z
\end{array}\right) .
$$

Applying Schmüdgen's procedure, we have

$$
\mathfrak{X}_{1-} \mathfrak{C X}_{1-}^{*}=\left(\begin{array}{cc}
(-x-z)^{3} & 0 \\
0 & \mathfrak{C}_{1}
\end{array}\right), \mathfrak{X}_{1-}=\left(\begin{array}{ccc}
-x-z & 0 & 0 \\
-4 x-3 z & -x-z & 0 \\
4 x+2 z & 0 & -x-z
\end{array}\right),
$$

where

$$
\mathfrak{C}_{1}=(-x-z)\left(\begin{array}{cc}
x y+y z+z x & -2(x y+y z+z x) \\
-2(x y+y z+z x) & 4(x y+y z+z x)
\end{array}\right)=:\left(\begin{array}{cc}
\alpha & \beta \\
\beta & \gamma
\end{array}\right) .
$$

Let

$$
\mathfrak{X}_{2-}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \alpha & 0 \\
0 & -\beta & \alpha
\end{array}\right) \mathfrak{X}_{1-} .
$$

We then have

$$
\mathfrak{X}_{2-} \mathfrak{C} \mathfrak{X}_{2-}^{*}=\left(\begin{array}{ccc}
(-x-z)^{3} & 0 & 0 \\
0 & \alpha^{3} & 0 \\
0 & 0 & \alpha\left(\alpha \gamma-\beta^{2}\right)
\end{array}\right),
$$

where

$$
\begin{aligned}
\alpha & =(-x-z)(x y+y z+z x), \\
\beta & =2(-x-z)(x y+y z+z x)=-2 \alpha, \\
\gamma & =4(-x-z)(x y+y z+z x)=4 \alpha .
\end{aligned}
$$

It is easy to check that $\alpha \gamma-\beta^{2}=0$ for all $x, y, z$. The procedure stops. We have $r=\operatorname{rank} \mathfrak{C}(\lambda)=2$. Since $\bigcap_{i=1}^{3} \operatorname{ker} C_{i}=\{(-4 a, 2 a, a) \mid a \in \mathbb{R}\}, \operatorname{dim}\left(\bigcap_{i=1}^{3} \operatorname{ker} C_{i}\right)=1$.

We now apply Theorem 2.1.4 (case 2 ) to prove that these matrices are not $*$-SDC. Picking

$$
Q=\left(\begin{array}{ccc}
1 & 0 & -4 \\
0 & 1 & 2 \\
4 & -2 & 1
\end{array}\right)
$$

then

$$
\begin{gathered}
Q^{*} C_{1} Q=\left(\begin{array}{ccc}
-225 & 180 & 0 \\
180 & -144 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \hat{C}_{1}=\left(\begin{array}{cc}
-225 & 180 \\
180 & -144
\end{array}\right), \\
Q^{*} C_{2} Q=\left(\begin{array}{ccc}
-64 & 40 & 0 \\
40 & -25 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \hat{C}_{2}=\left(\begin{array}{cc}
-64 & 40 \\
40 & -25
\end{array}\right),
\end{gathered}
$$

$$
Q^{*} C_{3} Q=\left(\begin{array}{ccc}
-49 & 49 & 0 \\
49 & -49 & 0 \\
0 & 0 & 0
\end{array}\right), \hat{C}_{3}=\left(\begin{array}{cc}
-49 & 49 \\
49 & -49
\end{array}\right)
$$

We can check that $\operatorname{det} \hat{\mathfrak{C}}=-441 \neq 0$ with $\hat{\mathfrak{C}}=-\hat{C}_{1}+\hat{C}_{2}$, and furthermore that $\hat{\mathfrak{C}}^{-1} \hat{C}_{1}$ and $\hat{\mathfrak{C}}^{-1} \hat{C}_{3}$ does not commute.

By Theorem 2.1.4 (case 1 (ii)), $\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}$ are not $*$-SDC. Hence, neither $C_{1}, C_{2}, C_{3}$.

### 2.1.2 The SDP method

Now, we give some equivalent *-SDC conditions for Hermitian matrices in the following theorem.

Theorem 2.1.5. The following conditions are equivalent:
(i) The matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{n}$ are $*-S D C$.
(ii) There exists a nonsingular matrix $P \in \mathbb{C}^{n \times n}$ such that $P^{*} C_{1} P, P^{*} C_{2} P, \ldots, P^{*} C_{m} P$ commute.
(iii) There exists a positive definite $X=X^{*} \in \mathbb{H}^{n}$ that solves the following systems:

$$
\begin{equation*}
C_{i} X C_{j}=C_{j} X C_{i}, \quad 1 \leq i<j \leq m . \tag{2.12}
\end{equation*}
$$

We note that the theorem is also true for the real setting: If $C_{i}$ 's are all real then the corresponding matrices $P, X$ in all conditions above can be all picked to be real.

Proof. (i) $\Rightarrow$ (ii) If the matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{n}$ are $*$-SDC, then there is a nonsingular $P \in \mathbb{C}^{n \times n}$ such that $P^{*} C_{1} P, P^{*} C_{2} P, \ldots, P^{*} C_{m} P$ are diagonal. The latter matrices clearly commute.
(ii) $\Rightarrow$ (iii) Let $P=Q U$ be a polar decomposition, $Q=Q^{*}$ be positive definite, and $U$ be unitary. We have

$$
\begin{aligned}
\left(U^{*} Q^{*} C_{i} Q U\right)\left(U^{*} Q^{*} C_{j} Q U\right) & =\left(P^{*} C_{i} P\right)\left(P^{*} C_{j} P\right)=\left(P^{*} C_{j} P\right)\left(P^{*} C_{i} P\right) \\
& =\left(U^{*} Q^{*} C_{j} Q U\right)\left(U^{*} Q^{*} C_{i} Q U\right), \quad i \neq j .
\end{aligned}
$$

Consequently, $Q C_{i} Q$ and $Q C_{j} Q$ commute:

$$
Q C_{i} Q \cdot Q C_{j} Q=Q C_{j} Q \cdot Q C_{i} Q, \quad \forall i \neq j
$$

Then $C_{i} Q^{2} C_{j}=C_{j} Q^{2} C_{i}, \forall i \neq j$. Therefore, (2.12) holds true for $X=Q^{2}$.
(iii) $\Rightarrow$ (i) If $X$ is a positive definite matrix which satisfies (2.12), then $Q$ can be picked as the square root of $X$. From (2.12), the matrices $Q C_{1} Q, Q C_{2} Q, \ldots, Q C_{m} Q$ are *-SDC by Theorem 2.1.3. So are $C_{1}, C_{2}, \ldots, C_{m}$.

Finally, suppose $C_{i}$ 's are all real symmetric and let $X \in \mathbb{H}^{n}$ be a positive definite matrix satisfying (2.12). Let $Y, Z$ be the real and imaginary parts, respectively, of $X$. Then $Y^{T}=Y$ and $Z^{T}=-Z$. It is well-known in the literature that $Y$ is also positive definite. Substituting $Y, Z$ into (2.12) and comparing the real and the imaginary parts, one obtains

$$
C_{i} Y C_{j}=C_{j} Y C_{i}, \quad C_{i} Z C_{j}=C_{j} Z C_{i}, \quad 1 \leq i<j \leq m .
$$

The matrices $\sqrt{Y} C_{1} \sqrt{Y}, \ldots, \sqrt{Y} C_{m} \sqrt{Y}$ are $\mathbb{R}$-SDC by an orthogonal matrix $P$, and $C_{1}, \ldots, C_{m}$ are $\mathbb{R}$-SDC by $\sqrt{Y} P$. The orthogonality of $P$ is due to Theorem 2.1.3.

Based on the Theorems 2.1.3 and 2.1.5, we give Algorithm 6, consisting of two stages:

Stage 1: detect whether a collection of Hermitian matrices are SDC by solving a linear system of the form (2.12) and obtaining commuting Hermitian matrices. This stage is based on Theorem 2.1.5(iii), and it is the most significant contribution of this section. In this stage, an SDP solvers is used to find a positive definite matrix under the images of the initial Hermitian matrices under congruence (The image of a matrix $X$ under the congruence matrix $P$ is defined as $P^{*} X P$ ) are commuting; and

Stage 2: simultaneously diagonalize via congruence the resulting image matrices by a unitary matrix.

Algorithm 3 can be applied to the second stage. However, it requires to compute the eigenvalue decomposition of all matrices $C_{1}, \ldots, C_{m}$ in step 1 , while simultaneously diagonalizing $k$ collections of submatrices in step 4 . This may cause high computational complexity. We hence prefer Algorithm 6 below to Algorithm 3 for this stage. Algorithm 5 exploits the works in [10, 43], where the work in [10] proposes a Jacobilike algorithm for simultaneously diagonalizing two commuting normal matrices, and that in [43] extends to several normal ones together with MATLAB implementations. It is also worth mentioning that Algorithm 4 can be used for solving the Hermitian SDC problem. However, in doing so, it needs some auxiliary steps. For example, eigenvalue decomposition for matrices $C_{i}$ 's; a maximum-rank linear combination and its pseudoinverse; and determination of whether $\operatorname{det} \mathfrak{C}(\lambda)$ being identically zero on $\mathbb{R}^{m}$ or not (Algorithm 2). Algorithm 6 below does not do these things and does not care
many cases as in Algorithm 4. It first reformulates and solves the problem of detecting the SDC property as a semidefinite program, which is a famous numerical method with many excellent toolboxes widely used in engineering and related areas, and then performs an ideal Jacobi-like approximation $[10,43]$ for the resulting matrices.

The Jacobi-like method in $[10,43]$ can be summarized as follows. Suppose $C_{i}=$ $\left[c_{u v}^{(i)}\right] \in \mathbb{H}^{n}$ and let

$$
\begin{align*}
\mathrm{off}_{2} & =\mathrm{off}_{2}\left(C_{1}, \ldots, C_{m}\right)=\sum_{i=1}^{m} \sum_{u \neq v}\left|c_{u v}^{(i)}\right|^{2},  \tag{2.13a}\\
R(u, v, c, s) & =I_{n}+(c-1) \mathbf{e}_{u} \mathbf{e}_{u}^{T}-\bar{s} \mathbf{e}_{u} \mathbf{e}_{v}^{T}+s \mathbf{e}_{v} \mathbf{e}_{u}^{T}+(\bar{c}-1) \mathbf{e}_{v} \mathbf{e}_{v}^{T}, \tag{2.13b}
\end{align*}
$$

where $c, s \in \mathrm{C}_{\mathrm{rd}}$ with $|c|^{2}+|s|^{2}=1 . R(u, v, c, s)$ is called a $(u, v)$-Givens or $(u, v)$-plane rotation matrix, $1 \leq u<v \leq n$.

It can be verified that for a given pair $(c, s)$ and every pair $(u, v) \in\{1, \ldots, n\}^{2}$, the following holds true:

$$
\begin{align*}
\operatorname{off}_{2}\left(R C_{1} R^{*}, \ldots, R C_{m} R^{*}\right)= & \operatorname{off}_{2}\left(C_{1}, \ldots, C_{m}\right)-\sum_{i=1}^{m}\left(\left|c_{u v}^{(i)}\right|^{2}+\left|c_{v u}^{(i)}\right|^{2}\right) \\
& +\sum_{i=1}^{m}\left|c^{2} \bar{c}_{u v}^{(i)}+c s\left(\bar{c}_{u u}^{(i)}-\bar{c}_{v v}^{(i)}\right)-s^{2} \bar{c}_{v u}^{(i)}\right|^{2} \\
& +\sum_{i=1}^{m}\left|c^{2} c_{v u}^{(i)}+c s\left(c_{u u}^{(i)}-c_{v v}^{(i)}\right)-s^{2} c_{u v}^{(i)}\right|^{2} \tag{2.14}
\end{align*}
$$

In the methods [10, 43], at the loop with respect to each $(u, v)$, it tries to find $c, s$ that makes off $2\left(R C_{1} R^{*}, \ldots, R C_{m} R^{*}\right)<\operatorname{off}_{2}\left(C_{1}, \ldots, C_{m}\right)$. The values of $c, s$ can be looked for, as shown in, e.g., [24], so that the last sum on the right-hand side of (2.14) is minimized. This is equivalent to the minimization of the amount $\left\|M_{u v} z\right\|_{2}$ with

$$
M_{u v}=\left[\begin{array}{ccc}
\bar{c}_{u v}^{(1)} & \left(\bar{c}_{u u}^{(1)}-\bar{c}_{v v}^{(1)}\right) & -\bar{c}_{v u}^{(1)} \\
c_{v u}^{(1)} & \left(c_{u u}^{(1)}-c_{v v}^{(1)}\right) & -c_{v u}^{(1)} \\
\vdots & \vdots & \vdots \\
\bar{c}_{c}^{(m)} & \left(\bar{c}_{u u}^{(m)}-\bar{c}_{v v}^{(m)}\right) & -\bar{c}_{v u}^{(m)} \\
c_{v u}^{(m)} & \left(c_{u u}^{(m)}-c_{v v}^{(m)}\right) & -c_{v u}^{(m)}
\end{array}\right], z=\left[\begin{array}{c}
c^{2} \\
s c \\
s^{2}
\end{array}\right] .
$$

Note that $\|z\|_{2}=1$ and $c, s$ can be parameterized as $c=\cos \left(\theta_{u v}\right), s=e^{\mathrm{i} \phi_{u v}} \sin \left(\theta_{u v}\right)$, $\left(\theta_{u v}, \phi_{u v}\right) \in\left[-\frac{\pi}{4}, \frac{\pi}{4}\right] \times[-\pi, \pi]$. As mentioned in [10], minimizing the amount $\left\|M_{u v} z\right\|_{2}$ may be "relatively complicated", and it suffices to approximate this minimization prob-
lem to one that minimizes

$$
\begin{equation*}
g_{u v}(c, s)=\sum_{i=1}^{m}\left(\left|c s\left(\bar{c}_{u u}^{(i)}-\bar{c}_{v v}^{(i)}\right)+c^{2} \bar{c}_{u v}^{(i)}-s^{2} \bar{c}_{v u}^{(i)}\right|+\left|c s\left(c_{u u}^{(i)}-c_{v v}^{(i)}\right)-s^{2} c_{u v}^{(i)}+c^{2} c_{v u}^{(i)}\right|\right) \tag{2.15}
\end{equation*}
$$

in $(c, s)$ defined above. The following algorithm is a pseudo-code of the work [43] we record it here for convenience.

Algorithm 5 SDC of commuting Hermitian matrices [10, 43].
INPUT: Commuting Hermitian matrices $C_{1}, \ldots, C_{m} \in \mathbb{C}^{n \times n}$, a tolerance $\epsilon>0$. OUTPUT: A unitary matrix $U$ such that off $2 \leq \epsilon \sum_{i=1}^{m}\left\|C_{i}\right\|_{F}=: \nu_{\epsilon}$.

1: Accumulate $Q=I_{n}$.
2: While off ${ }_{2}>\nu_{\epsilon}$ do
3: For every pair $(u, v), 1 \leq u<v \leq n$, determine the rotation $R(u, v, c, s)$ such that $(c, s)=\left(\cos \theta_{u v}, e^{\mathrm{id} \phi} \sin \theta_{u v}\right)$ minimizes the function $g_{u v}$ in (2.15).

4: Accumulate $Q=Q R(u, v, c, s), C_{i}=R(u, v, c, s){ }^{*} C_{i} R(u, v, c, s), i=1, \ldots, m$.
5: Endwhile

For each pair $(u, v), 1 \leq u<v \leq n$, Algorithm 5, which summarizes the work [43], requires: $O(m)$ flops for approximating the minimum of $g_{u v}^{(i)}$ in (2.15); $O(n)$ flops for updating $Q=Q R(u, v, c, s) ; O(m n)$ flops for updating $m$ matrices

$$
C_{i}=R(u, v, c, s)^{*} C_{i} R(u, v, c, s) .
$$

The whole algorithm hence needs $O\left(m n^{3}\right)$ complex flops.
For $m=2$, it is shown in [10] that Algorithm 5 locally quadratically converges.
By analogous methodology, this rate of convergence is still valid for $m \geq 2$ matrices.

We now exploit Algorithm 5 to propose our main algorithm below.

Algorithm 6 Solving the Hermitian SDC problem.
INPUT:Hermitian matrices $C_{1}, C_{2}, \ldots, C_{m} \in \mathbb{H}^{n}$ (not necessarily commuting).
OUTPUT: A nonsingular matrix $U$ such that $U^{*} C_{i} U^{\prime}$ 's are diagonal (if exists).
1: Compute $n-q=\operatorname{rank}\left(C_{1} \ldots C_{m}\right)$.
2: If $q=0$ then
3: $\quad$ Solve the system (2.12) by using a SDP solver.
4: If $\exists P \succ 0$ solving (2.12) then
5: $\quad$ Compute the square root $Q$ of $P, Q^{2}=P$.
6: $\quad$ Apply Algorithm 5 to the matrices $Q C_{i} Q$ 's and obtain a unitary matrix $V$.
7: $\quad$ Return $U=Q V$.
8: else: Conclude the given matrices are not SDC.
9: endif
10: else

11: Compute a SVD of $\left(C_{1} \ldots C_{m}\right):=U \Lambda V^{*}$.
12: Obtain the matrices $\hat{C}_{i}$ as in (2.1) from $V^{*} C_{i} V$.
13: $\quad$ Similarly proceed as the case $q=0$ for the matrices $\hat{C}_{i}$.
14: endif

To illustrate Algorithm 6, we consider the following examples.
Example 2.1.6. Let

$$
C_{1}=\left(\begin{array}{ccc}
1 & 3 & -2 \\
3 & 16 & -10 \\
-2 & -10 & 6
\end{array}\right), C_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -3 & 2 \\
0 & 2 & -1
\end{array}\right), C_{3}=\left(\begin{array}{ccc}
-1 & -3 & 2 \\
-3 & -5 & 4 \\
2 & 4 & -3
\end{array}\right)
$$

To apply Theorem 2.1.5, we need to find

$$
X=\left(\begin{array}{ccc}
x & y & z  \tag{2.16}\\
y & t & u \\
z & u & v
\end{array}\right) \succ 0 \quad\left(\Leftrightarrow x>0, x t>y^{2}, \operatorname{det}(X)>0\right)
$$

such that

$$
C_{1} X C_{2}=\left(C_{1} X C_{2}\right)^{*}, C_{1} X C_{3}=\left(C_{1} X C_{3}\right)^{*}, C_{2} X C_{3}=\left(C_{2} X C_{3}\right)^{*}
$$

By directly computation,

$$
\begin{aligned}
& C_{1} X C_{3}=\left(C_{1} X C_{3}\right)^{*} \Leftrightarrow\left\{\begin{array}{llllll}
40 u & -33 t & -12 v & -11 y & +6 z & =0 \\
7 u & -6 t & -2 v & -2 y & +z & =0 \\
18 u & -14 t & -6 v & -4 y & +3 z & =0,
\end{array}\right. \\
& C_{2} X C_{3}=\left(C_{2} X C_{3}\right)^{*} \Leftrightarrow\left\{\begin{array}{llllll}
-12 u & +9 t & +4 v & +3 y & -2 z & =0 \\
4 u & -2 t & -2 v & +z & =0 \\
7 u & -6 t & -2 v & -2 y & +z & =0 .
\end{array}\right.
\end{aligned}
$$

Combining the linear equations above, we obtain

$$
u=2 y, \quad t=y, \quad v=3 y+\frac{z}{2} .
$$

Let us pick $y=1, z=4, x=6$ with which $X=\left(\begin{array}{lll}6 & 1 & 4 \\ 1 & 1 & 2 \\ 4 & 2 & 5\end{array}\right) \succ 0$ satisfies $C_{i} X C_{j}=$ $C_{j} X C_{i}, 1 \leq i<j \leq 3$. Thus three initial matrices are $\mathbb{R}$-SDC on $\mathbb{R}$, and so are they on $\mathbb{C}$.
Example 2.1.7. As shown in [11], the matrices $C_{1}=\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right], C_{2}=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right]$ are $\mathbb{C}$-SDC. However, they are not $*$-SDC by Theorem 2.1.4 since $C_{1}$ is nonsingular and

$$
C_{1}^{-1} C_{2}=\left[\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right]
$$

has only complex eigenvalues $\frac{1 \pm i \sqrt{3}}{2}$. Similarly, they are not $\mathbb{R}$-SDC by Theorem 1.2.1.
We can also check this by applying Theorem 2.1.5 as follows. The matrices are *-SDC if and only if there is a positive definite matrix $X=\left[\begin{array}{ll}x & y \\ y & z\end{array}\right] \succ 0$, which is equivalent to $x>0$ and $x z>y^{2}$ (it suffices to deal with the real world of $X$ ) such that

$$
C_{1} X C_{2}=C_{2} X C_{1}\left(=\left(C_{1} X C_{2}\right)^{*}\right)
$$

This is equivalent to

$$
\begin{cases}x>0, & x z>y^{2} \\ x+y+z & =0 .\end{cases}
$$

The last condition is impossible to satisfy since there do not exist $x, z>0$ such that $x z>y^{2}=(x+z)^{2}$. Thus $C_{1}$ and $C_{2}$ are not $*$-SDC on $\mathbb{R}$.

We finish this part by stating the relationship between the SDC problems for arbitrarily square and Hermitian matrices. The study of the Hermitian SDC problem is again confirmed to be meaningful in SDC theory. The theorem below refers to the notation of the Hermitian and skew-Hermitian parts, respectively, of a square matrix $A$ as follows:

$$
\mathcal{H}(A)=\frac{1}{2}\left(A+A^{*}\right)=\mathcal{H}(A)^{*}, \quad \mathcal{S}(A)=\frac{1}{2}\left(A-A^{*}\right)=-\mathcal{S}(A)^{*}, \quad \mathbf{i}^{2}=-1 .
$$

We further note that both $\mathcal{H}(A)$ and $\mathbf{i} \mathcal{S}(A)$ are Hermitian matrices.
Theorem 2.1.6. (see, e.g., in [35, Section 1.7, Problem 18]) The square matrices $A_{1}, \ldots, A_{m} \in \mathbb{F}^{n \times n}$ are $*-S D C$ if and only if so are $\mathcal{H}\left(A_{t}\right), \mathbf{i} \mathcal{S}\left(A_{t}\right), t=1, \ldots, m$.

Proof. If $A_{1}, \ldots, A_{m}$ are SDC by a nonsingular matrix $P$ then $P^{*} A_{t} P=D_{t}$ and $P^{*} A_{t}^{*} P=D_{t}^{*}$ are diagonal for every $t=1, \ldots, m$. As a result, $P^{*} \mathcal{H}\left(A_{t}\right) P=\mathcal{H}\left(D_{t}\right)$, $P^{*} \mathbf{i} \mathcal{S}\left(A_{t}\right) P=\mathbf{i} \mathcal{S}\left(D_{t}\right)$ are real diagonal for every $t=1, \ldots, m$.

The opposite direction is analogously proved by noticing that

$$
A_{t}=\mathcal{H}\left(A_{t}\right)-\mathbf{i}\left[\mathbf{i} \mathcal{S}\left(A_{t}\right)\right], \quad t=1, \ldots, m
$$

Example 2.1.8. Given two square complex matrices

$$
A_{1}=\left(\begin{array}{ccc}
10-28 \mathbf{i} & -2+16 \mathbf{i} & -6-2 \mathbf{i} \\
-6+12 \mathbf{i} & 2-7 \mathbf{i} & 2+2 \mathbf{i} \\
2+6 \mathbf{i} & -2-2 \mathbf{i} & 2-2 \mathbf{i}
\end{array}\right), \quad A_{2}=\left(\begin{array}{ccc}
21-4 \mathbf{i} & -8+5 \mathbf{i} & -3-6 \mathbf{i} \\
-8-\mathbf{i} & 4-\mathbf{i} & 3 \mathbf{i} \\
-3+6 \mathbf{i} & -3 \mathbf{i} & 3
\end{array}\right) .
$$

Their Hermitian and skew-Hermitian parts, respectively, are

$$
\begin{gathered}
\mathcal{H}\left(A_{1}\right)=\left(\begin{array}{ccc}
10 & -4+2 \mathbf{i} & -2-4 \mathbf{i} \\
-4-2 \mathbf{i} & 2 & 2 \mathbf{i} \\
-2+4 \mathbf{i} & -2 \mathbf{i} & 2
\end{array}\right), \mathbf{i} \mathcal{S}\left(A_{1}\right)=\left(\begin{array}{ccc}
28 & -14+2 \mathbf{i} & -2-4 \mathbf{i} \\
-14-2 \mathbf{i} & 7 & 2 \mathbf{i} \\
-2+4 \mathbf{i} & -2 \mathbf{i} & 2
\end{array}\right), \\
\mathcal{H}\left(A_{2}\right)=\left(\begin{array}{ccc}
21 & -8+3 \mathbf{i} & -3-6 \mathbf{i} \\
-8-3 \mathbf{i} & 4 & 3 \mathbf{i} \\
-3+6 \mathbf{i} & -3 \mathbf{i} & 3
\end{array}\right), \mathbf{i} \mathcal{S}\left(A_{2}\right)=\left(\begin{array}{ccc}
4 & -2 & 0 \\
-2 & 1 & 0 \\
0 & 0 & 0
\end{array}\right) .
\end{gathered}
$$

For short, let $C_{1}, C_{2}, C_{3}, C_{4}$ be $\mathcal{H}\left(A_{1}\right), \mathbf{i} \mathcal{S}\left(A_{1}\right), \mathcal{H}\left(A_{2}\right), \mathbf{i} \mathcal{S}\left(A_{2}\right) \in \mathbb{H}^{3}$, respectively. By Theorem 2.1.6, it suffices to check whether the four latter Hermitian matrices are *SDC or not. Once again we apply Theorem 2.1.5 to find a positive definite matrix
$X=\left(\begin{array}{ccc}x & y & z \\ \bar{y} & t & u \\ \bar{z} & \bar{u} & v\end{array}\right) \in \mathbb{H}^{3}$. That is, we need $x>0, x t>|y|^{2}, \operatorname{det}(X)=(u y \bar{z}+\overline{u y} z)+$ $x t v-x|u|^{2}-t|z|^{2}-v|y|^{2}>0, x, t, v \in \mathbb{R}$, and $C_{i} X C_{j}=C_{j} X C_{i}, 1 \leq i<j \leq 4$.

These equations are equivalent to

|  | $9 y_{1}$ | $-7 y_{2}$ | $-18 z_{1}$ | $+9 z_{2}$ | $-5 t$ | $+10 u_{1}$ | $-5 u_{2}$ | $=0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $14 x$ | $-7 y_{1}$ |  | $-10 z_{1}$ | $-2 z_{2}$ |  | $+5 u_{1}$ |  | $=0$ |
| $-18 x$ |  | $+7 y_{2}$ | $+38 z_{1}$ | $-10 z_{2}$ | $+5 t$ | $-20 u_{1}$ | $+5 u_{2}$ | $=0$ |
| $9 x$ | $-5 y_{1}$ | $-y_{2}$ | $-9 z_{1}$ |  |  | $+5 u_{1}$ |  | $=0$ |
| $18 x$ | $-19 y_{1}$ | $+5 y_{2}$ |  | $-9 z_{2}$ | $+5 t$ |  | $+5 u_{2}$ | $=0$ |
|  | $3 y_{1}$ | $+y_{2}$ | $-6 z_{1}$ | $+3 z_{2}$ | -t | $+2 u_{1}$ | $-u_{2}$ | $=0$ |
| $2 x$ | $-y_{1}$ |  | $+2 z_{1}$ | $-2 z_{2}$ |  | $-u_{1}$ |  | $=0$ |
| $6 x$ |  | $+y_{2}$ | $-10 z_{1}$ | $+2 z_{2}$ | -t | $+4 u_{1}$ | $-u_{2}$ | $=0$ |
| $3 x$ | $-y_{1}$ | $+y_{2}$ | $-3 z_{1}$ |  |  | $+u_{1}$ |  | $=0$ |
| $6 x$ | $-5 y_{1}$ | $+y_{2}$ |  | $-3 z_{2}$ | $+t$ |  | $+u_{2}$ | $=0$ |
|  | $2 y_{1}$ | $-y_{2}$ | $-4 z_{1}$ | $+2 z_{2}$ | -t | $+2 u_{1}$ | $-u_{2}$ | $=0$ |
| $4 x$ |  | $-y_{2}$ | $-8 z_{1}$ | $+2 z_{2}$ | -t | $+4 u_{1}$ | $-u_{2}$ | $=0$ |
|  | $-21 y_{1}$ | $+35 y_{2}$ | $+42 z_{1}$ | $-21 z_{2}$ | +13t | $-26 u_{1}$ | $+13 u_{2}$ | $=0$ |
| $70 x$ | $-35 y_{1}$ |  | $-26 z_{1}$ | $-10 z_{2}$ |  | $+13 u_{1}$ |  | $=0$ |
| $42 x$ |  | $-35 y_{2}$ | $-94 z_{1}$ | $+26 z_{2}$ | $-13 t$ | $+52 u_{1}$ | $-13 u_{2}$ | $=0$ |
| $21 x$ | $-13 y_{1}$ | $-5 y_{2}$ | $-21 z_{1}$ |  |  | $+13 u_{1}$ |  | $=0$ |
| $42 x$ | $-47 y_{1}$ | $+13 y_{2}$ |  | $-21 z_{2}$ | +13t |  | $+13 u_{2}$ | $=0$ |
|  | $-2 y_{1}$ |  | $+4 z_{1}$ | $-2 z_{2}$ | $+t$ | $-2 u_{1}$ | $+u_{2}$ | $=0$ |
|  |  |  | $2 z_{1}$ |  |  | $-u_{1}$ |  | $=0$ |
| $4 x$ |  |  | $-8 z_{1}$ | $+2 z_{2}$ | $-t$ | $+4 u_{1}$ | $-u_{2}$ | $=0$ |
|  | $6 y_{1}$ | $-5 y_{2}$ | $-12 z_{1}$ | $+6 z_{2}$ | $-3 t$ | $+6 u_{1}$ | $-3 u_{2}$ | $=0$ |
| $10 x$ | $-5 y_{1}$ |  | $-6 z_{1}$ |  |  | $+3 u_{1}$ |  | $=0$ |
| $-12 x$ |  | $+5 y_{2}$ | $+24 z_{1}$ | $-6 z_{2}$ | $+3 t$ | $-12 u_{1}$ | $+3 u_{2}$ | $=0$ |
| $2 x$ | $-y_{1}$ |  | $-2 z_{1}$ |  |  | $+u_{1}$ |  | $=0$ |
| $4 x$ | $-4 y_{1}$ | $+y_{2}$ |  | $-2 z_{2}$ | +t |  | $+u_{2}$ | $=0$, |

and, is equivalent to

$$
\left\{\begin{array}{rrcllllll}
2 x & -y_{1} & & +2 z_{1} & & & -u_{1} & & =0 \\
& y_{1} & +2 y_{2} & +36 z_{1} & -18 z_{2} & & -19 u 1 & =0 \\
& 5 y_{2} & +76 z_{1} & -38 z_{2} & +t & -40 u_{1} & +u_{2} & =0 \\
& & 2 z_{1} & -z_{2} & & -u_{1} & & =0 \\
& & & z_{2} & & & & =0 \\
& & & & t & -2 u_{1} & +u_{2} & =0 .
\end{array}\right.
$$

A solution $X$ of these equations must be in the form

$$
X=\left(\begin{array}{ccc}
z_{1} & 2 z_{1} & z_{1}  \tag{2.17}\\
2 z_{1} & 4 z_{1}-u_{2} & 2 z_{1}+\mathbf{i} u_{2} \\
z_{1} & 2 z_{1}-\mathbf{i} u_{2} & v
\end{array}\right)
$$

where $z_{1} \in \mathbb{R}$ is the real part of $z$, and $u_{2} \in \mathbb{R}$ is the imaginary part of $u$. In addition, these parameters must satisfy $z_{1}>0,-z_{1} u_{2}>0,-z_{1} u_{2}\left(v+u_{2}-z_{1}\right)=\operatorname{det}(X)>0$ to ensure the positive definiteness of $X$. For example, one can pick $X=\left(\begin{array}{ccc}1 & 2 & 1 \\ 2 & 5 & 2-\mathbf{i} \\ 1 & 2+\mathbf{i} & 3\end{array}\right)$ with respect to $z_{1}=1, u_{2}=-1, v=3$. This yields that $C_{1}, C_{2}, C_{3}, C_{4}$ are $*$-SDC.

Numerical experiment for this problem will be shown in Example 2.1.9 below.

### 2.1.3 Numerical tests

We now give some numerical tests illustrating Algorithm 6 implemented in MatLab R2015a running on a PC with Intel Core i3 CPU 3.3GHz, 8GB RAM, Windows 10 x64 operating system. In each test, we set up a collection of Hermitian matrices that are surely SDC as follows: Fix a nonsingular matrix $P$ whose entries are randomly taken from a uniform distribution on the interval $(0,1)$ and pick $m$ diagonal matrices $D_{i}$ whose diagonal elements are in $(-1,1)$, then construct $C_{i}=P^{*} D_{i} P$. These latter matrices $C_{1}, \ldots, C_{m}$ are clearly $*$-SDC by $P$. Note that the diagonal entries of $D_{i}$ could be zero, making the matrices $C_{1}, \ldots, C_{m}$ so generated be either singular or not.

The first stage of Algorithm 6 is implemented with the CVX toolbox [26] calling SDPT3 version 4.0 [63] that solves the following semidefinite program

$$
\begin{equation*}
\min \left\{s \mid X-s I_{n} \succeq 0, s \geq \epsilon, \quad C_{i} X C_{j}=C_{j} X C_{i}, 1 \leq i<j \leq m\right\} \tag{2.18}
\end{equation*}
$$

where the tolerance $\epsilon>0$ is given. We then exploit the Matlab function sqrtm.m, which executes the algorithm proposed in [15], to compute the square root $Q$ of $X$. For
the second stage, thank to the works in [43] executing Algorithm 5. In our experiment, we pick $\epsilon$ to be the floating-point relative accuracy eps of Matlab for the first stage, while keeping their tolerance for the second stage to be eps to the power of $\frac{31}{2}[43]$.

Tables 2.1 and 2.2 show some numerical tests for real and complex Hermitian SDC problems, respectively. Each result in these tables is the average of five executions. Because the input matrices are randomly chosen, they should be linearly independent. We hence pick $m \leq \operatorname{dim}_{\mathbb{R}} \mathcal{S}^{n}=\frac{n(n+1)}{2}$ in Table 2.1 and $m \leq \operatorname{dim}_{\mathbb{R}} \mathbb{H}^{n}=n^{2}$ in Table 2.2.

The errors of the first stage are estimated by

$$
\operatorname{Err} 1=\max _{1 \leq i<j \leq m}\left\|C_{i} X C_{j}-C_{j} X C_{i}\right\|_{2}
$$

while those of the whole algorithm are estimated as

$$
\operatorname{Err} 2=\max _{1 \leq i \leq m}\left\|U^{*} C_{i} U-\operatorname{diag}\left(\operatorname{diag}\left(U^{*} C_{i} U\right)\right)\right\|_{2},
$$

where $\operatorname{diag}(\operatorname{diag}(X))$ denotes the diagonal matrix whose diagonal is that of $X$.
Table 2.1: Numerical tests for the real Hermitian SDC problem.

| $m$, number <br> of matrices | $n$, size of <br> matrices | Err1 | Err2 | CPU time (s) |
| :--- | :--- | :---: | :---: | ---: |
| 6 | 3 | $4.71 \mathrm{e}-14$ | $4,62 \mathrm{e}-14$ | 2.37 |
| 10 | 10 | $5.55 \mathrm{e}-14$ | $5.21 \mathrm{e}-12$ | 9.67 |
| 15 | 10 | $6.50 \mathrm{e}-13$ | $5.34 \mathrm{e}-12$ | 17.56 |
| 20 | 10 | $2.98 \mathrm{e}-13$ | $9.25 \mathrm{e}-11$ | 24.49 |
| 30 | 10 | $7.92 \mathrm{e}-13$ | $1.30 \mathrm{e}-11$ | 86.05 |
| 10 | 15 | $2.55 \mathrm{e}-11$ | $1.60 \mathrm{e}-10$ | 59.69 |
| 30 | 15 | $2.31 \mathrm{e}-11$ | $2.86 \mathrm{e}-10$ | 632.23 |
| 10 | 20 | $8.80 \mathrm{e}-11$ | $1.39 \mathrm{e}-10$ | 337.37 |

Example 2.1.9. We now revisit the matrices in Example 2.1.8 with numerical performance based on Algorithm 6. The first stage gives a positive definite matrix

$$
X \simeq\left(\begin{array}{ccc}
257.78 & 515.55 & 257.78 \\
515.55 & 1457 & 515.55-\mathbf{i} 425.93 \\
257.78 & 515.55+\mathbf{i} 425.93 & 1537.1
\end{array}\right)
$$

[^0]Table 2.2: Numerical tests for the complex Hermitian SDC problem.

| $m$, number <br> of matrices | $n$, size of <br> matrices | Err1 | Err2 | CPU time (s) |
| :--- | :--- | :--- | :--- | ---: |
| 9 | 3 | $1.97 \mathrm{e}-13$ | $2.30 \mathrm{e}-13$ | 4.08 |
| 10 | 10 | $2.63 \mathrm{e}-13$ | $4.12 \mathrm{e}-13$ | 17.61 |
| 15 | 10 | $2.97 \mathrm{e}-13$ | $8.29 \mathrm{e}-13$ | 30.25 |
| 20 | 10 | $3.33 \mathrm{e}-12$ | $2.41 \mathrm{e}-12$ | 51.31 |
| 10 | 15 | $2.92 \mathrm{e}-11$ | $4.02 \mathrm{e}-11$ | 144.08 |
| 10 | 20 | $2.86 \mathrm{e}-10$ | $2.48 \mathrm{e}-10$ | 742.38 |

It turns out that this is a special case of that in (2.17) with $z_{1} \simeq 257.78, u_{2} \simeq-425.93$, $v \simeq 1537.1$ and $t \simeq 1457$. Stage 2 of Algorithm 6 is performed for the matrices $\sqrt{X} C_{i} \sqrt{X}, i=1, \ldots, 4$, and one obtains the unitary matrix

$$
Q \simeq\left(\begin{array}{ccc}
0.70043 & -0.57468 & -0.42326 \\
0.66343+\mathbf{i} 0.043507 & 0.68597-\mathbf{i} 0.10828 & 0.16650+\mathbf{i} 0.21902 \\
0.24454-\mathbf{i} 0.087015 & -0.42389+\mathbf{i} 0.43089 & 0.46223-\mathbf{i} 0.72904
\end{array}\right)
$$

The final nonsingular matrix simultaneously diagonalizes $C_{1}, C_{2}, C_{3}, C_{4}$, and hence $A_{1}, A_{2}$ is

$$
U=\sqrt{X} Q \simeq\left(\begin{array}{ccc}
16.0554 & -0.0000 & 0.0000 \\
32.1108 & 20.6021-\mathbf{i} 1.2155 & 0.0000 \\
16.0554 & 1.2155+\mathbf{i} 20.6021 & 15.6427-\mathbf{i} 24.6720
\end{array}\right)
$$

Moreover,

$$
\begin{array}{lr}
U^{*} C_{1} U \simeq \operatorname{diag}(0,0,1706.8), & U^{*} C_{2} U \simeq \operatorname{diag}(-515.55,2129.63,1706.80) \\
U^{*} C_{3} U \simeq \operatorname{diag}(515.55,425.93,2560.20), & U^{*} C_{4} U \simeq \operatorname{diag}(0,425.93,0)
\end{array}
$$

Example 2.1.10. Consider the two matrices

$$
\left(\begin{array}{cccccc}
45 & 10 & 0 & 5 & 0 & 0 \\
10 & 45 & 5 & 0 & 0 & 0 \\
0 & 5 & 45 & 10 & 0 & 0 \\
5 & 0 & 10 & 45 & 0 & 0 \\
0 & 0 & 0 & 0 & 16.4 & -4.8 \\
0 & 0 & 0 & 0 & -4.8 & 13.6
\end{array}\right),\left(\begin{array}{cccccc}
27.5 & -12.5 & -.5 & -4.5 & -2.04 & 3.72 \\
-12.5 & 27.5 & -4.5 & -.5 & 2.04 & -3.72 \\
-.5 & -4.5 & 24.5 & -9.5 & -3.72 & -2.04 \\
-4.5 & -.5 & -9.5 & 24.5 & 3.72 & 2.04 \\
-2.04 & 2.04 & -3.72 & 3.72 & 54.76 & -4.68 \\
3.72 & -3.72 & -2.04 & 2.04 & -4.68 & 51.24
\end{array}\right) .
$$

which are proved to be positive definite in [19, 52]. Algorithm 6 gives Err1 $\simeq 2.89 e-13$ and $\operatorname{Err} 2 \simeq 4.68 e-14$.

### 2.2 An alternative solution method for the SDC problem of real symmetric matrices

As indicated in Theorem 2.1.5, equivalent conditions (i)-(iii) hold also for the real setting, i.e., when $C_{i}$ are all real symmetric. Then $R$ and $R^{*} C_{i} R$ can be picked to be real. However, solving an SDP problem for a positive definite matrix $X$ may not efficient, in particular when the dimension $n$ or the number $m$ of the matrices is large. In this section, we propose an alternative method for solving the real SDC problem of real symmetric matrices, i.e., $C_{i} \in \mathcal{C}$ are real symmetric and the congruence matrice $R$ and $R^{T} C_{i} R$ are also real. The method is iterative which begins with only two matrices $C_{1}, C_{2}$. If the two matrices $C_{1}, C_{2}$ are SDC , we include $C_{3}$ to consider the SDC of $C_{1}, C_{2}, C_{3}$, and so forth. We divide $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}$ into two cases. The first case is called the nonsingular collection (in Section 2.2.1), when at least one $C_{i} \in \mathcal{C}$ is nonsingular. The other case is called the singular collection (in Section 2.2.3), when all $C_{i}^{\prime} s$ in $\mathcal{C}$ are non-zero but singular. When $\mathcal{C}$ is a nonsingular collection, we always assume that $C_{1}$ is nonsingular. A nonsingular collection will be denoted by $\mathcal{C}_{n s}$, while $\mathcal{C}_{s}$ represents the singular collection. The results are based on [49].

### 2.2.1 The SDC problem of nonsingular collection

Consider a nonsingular collection $\mathcal{C}_{n s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}$ and assume that $C_{1}$ is nonsingular. Let us outline the approach to determine the SDC of $\mathcal{C}_{n s}$. First, in below Lemmas 2.2 .1 we show that if $\mathcal{C}_{n s}$ is $\mathbb{R}$-SDC, it is necessary that
(N1) $C_{1}^{-1} C_{i}, i=2,3, \ldots, m$ is real similarly diagonalizable;
(N2) $C_{j} C_{1}^{-1} C_{i}$ is symmetric, for every $i=2,3, \ldots, m$ and every $j \neq i$.

Conversely, for the sufficiency, we use (N1) and (N2) to decompose, iteratively, all matrices in $\mathcal{C}_{n s}$ into block diagonal forms of smaller and smaller size until all of them become the so-called non-homogeneous dilation of the same block structure (to be seen later) with certain scaling factors. Then, the $\mathbb{R}$-SDC of $\mathcal{C}_{n s}$ is readily achieved.

Firstly, we have following lemma.
Lemma 2.2.1. If a nonsingular collection $\mathcal{C}_{n s}$ is $\mathbb{R}-S D C$, then
(N1) $C_{1}^{-1} C_{i}, i=2,3, \ldots, m$ is real similarly diagonalizable;
(N2) $C_{j} C_{1}^{-1} C_{i}$ is symmetric, for every $i=2,3, \ldots, m$ and every $j \neq i$.
Proof. If $C_{1}, C_{2}, \ldots, C_{m}$ are SDC by a nonsingular real matrix $P$ then

$$
P^{T} C_{i} P=D_{i}, i=1,2, \ldots, m,
$$

are real diagonal. Since $C_{1}$ is nonsingular, $D_{1}$ is nonsingular and we have

$$
C_{i}=\left(P^{T}\right)^{-1} D_{i} P^{-1} ; i=1,2, \ldots, m ; C_{1}^{-1}=P D_{1}^{-1} P^{T} .
$$

Then $P^{-1} C_{1}^{-1} C_{i} P=D_{1}^{-1} D_{i}$ are real diagonal. That is $C_{1}^{-1} C_{i}$ are real similarly diagonalizable, $i=2,3, \ldots, m$. For $2 \leq i<j \leq m$, we have

$$
\begin{aligned}
C_{j} C_{1}^{-1} C_{i} & =\left(\left(P^{T}\right)^{-1} D_{j} P^{-1}\right)\left(P D_{1}^{-1} P^{T}\right)\left(\left(P^{T}\right)^{-1} D_{i} P^{-1}\right) \\
& =\left(P^{T}\right)^{-1} D_{j} D_{1}^{-1} D_{i} P^{-1} .
\end{aligned}
$$

The matrices $D_{j} D_{1}^{-1} D_{i}$ are symmetric, so are $C_{j} C_{1}^{-1} C_{i}$.
By Theorem 2.2.1 and Theorem 2.2.2 below, we will show that (N1) and (N2) are indeed sufficient for $\mathcal{C}_{n s}$ to be SDC. Let us begin with Lemma 2.2.2.

Lemma 2.2.2. Let $\mathcal{C}_{n s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}$ be a nonsingular collection with $C_{1}$ invertible. Suppose $C_{1}^{-1} C_{2}$ is real similarly diagonalized by invertible matrix $Q$ to have $r$ distinct eigenvalues $\beta_{1}, \ldots, \beta_{r}$; each of multiplicity $m_{t}, t=1,2, \ldots, r$, respectively. Then,

$$
\begin{align*}
Q^{T} C_{1} Q & =\operatorname{diag} \underbrace{\left(\left(A_{1}\right)_{m_{1}},\left(A_{2}\right)_{m_{2}}, \ldots,\left(A_{r}\right)_{m_{r}}\right)}_{m_{1}+\cdots+m_{r}=n, \text { each } A_{t}: \text { sym. invert. }} ;  \tag{2.19}\\
Q^{T} C_{2} Q & =\operatorname{diag}\left(\beta_{1} A_{1}, \beta_{2} A_{2} \ldots, \beta_{r} A_{r}\right) . \tag{2.20}
\end{align*}
$$

In addition, if $C_{j} C_{1}^{-1} C_{2}, j=3,4, \ldots, m$, are symmetric, we can further block diagonalize $C_{3}, C_{4}, \ldots, C_{m}$ to adopt the same block structure as in (2.19), such that

$$
\begin{equation*}
Q^{T} C_{j} Q=\operatorname{diag} \underbrace{\left(\left(C_{j 1}\right)_{m_{1}},\left(C_{j 2}\right)_{m_{2}}, \ldots,\left(C_{j r}\right)_{m_{r}}\right)}_{\text {each } C_{j t}: \text { sym. }} j=3,4, \ldots, m . \tag{2.21}
\end{equation*}
$$

Proof. Since $C_{1}^{-1} C_{2}$ is similarly diagonalizable by $Q$, by assumption, there is

$$
\begin{equation*}
J:=Q^{-1} C_{1}^{-1} C_{2} Q=\operatorname{diag}\left(\beta_{1} I_{m_{1}}, \ldots, \beta_{r} I_{m_{r}}\right) \tag{2.22}
\end{equation*}
$$

with $m_{1}+m_{2}+\cdots+m_{r}=n$. From (2.22), we have, for $j=1,2, \ldots, m$,

$$
\begin{equation*}
\left(Q^{T} C_{j} Q\right) J=\left(Q^{T} C_{j} Q\right)\left(Q^{-1} C_{1}^{-1} C_{2} Q\right)=Q^{T} C_{j} C_{1}^{-1} C_{2} Q . \tag{2.23}
\end{equation*}
$$

When $j=1$, by substituting (2.22) into (2.23), we have

$$
\begin{equation*}
\left(Q^{T} C_{1} Q\right) J=\left(Q^{T} C_{1} Q\right) \cdot \operatorname{diag}\left(\beta_{1} I_{m_{1}}, \ldots, \beta_{r} I_{m_{r}}\right)=Q^{T} C_{2} Q \tag{2.24}
\end{equation*}
$$

Since $Q^{T} C_{1} Q, Q^{T} C_{2} Q$ are both real symmetric and $J$ is diagonal, Lemma 1.1.2 asserts that $Q^{T} C_{1} Q$ is a block diagonal matrix with the same partition as $J$. That is, we can write

$$
\begin{equation*}
Q^{T} C_{1} Q=\operatorname{diag}\left(\left(A_{1}\right)_{m_{1}},\left(A_{2}\right)_{m_{2}}, \ldots,\left(A_{r}\right)_{m_{r}}\right) \tag{2.25}
\end{equation*}
$$

which proves (2.19). Plugging both (2.25) and (2.22) into (2.24), we obtain

$$
\begin{aligned}
& \operatorname{diag}\left(\left(A_{1}\right)_{m_{1}},\left(A_{2}\right)_{m_{2}}, \ldots,\left(A_{r}\right)_{m_{r}}\right) \operatorname{diag}\left(\beta_{1} I_{m_{1}}, \ldots, \beta_{r} I_{m_{r}}\right) \\
= & \operatorname{diag}\left(\beta_{1} A_{1}, \ldots, \beta_{r} A_{r}\right)=Q^{T} C_{2} Q
\end{aligned}
$$

which proves (2.20).
Finally, for $j=3,4, \ldots, m$ in (2.23), due to the assumption that $C_{j} C_{1}^{-1} C_{2}$ are symmetric, so are $Q^{T} C_{j} C_{1}^{-1} C_{2} Q$. By Lemma 1.1.2 again, $Q^{T} C_{j} Q$ are all block diagonal matrices with the same partition as $J$, which is exactly (2.21).

Remark 2.2.1. When there is a nonsingular $Q$ that puts $Q^{T} C_{1} Q$ and $Q^{T} C_{2} Q$ to (2.19) and (2.20), we say that $Q^{T} C_{2} Q$ is a non-homogeneous dilation of $Q^{T} C_{1} Q$ with scaling factors $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{r}\right\}$. In this case, since $A_{1}, A_{2}, \ldots, A_{r}$ are symmetric, there exist orthogonal matrices $H_{i}, i=1,2, \ldots, r$ such that $H_{i}^{T} A_{i} H_{i}$ is diagonal. Let $H=$ $\operatorname{diag}\left(H_{1}, H_{2}, \ldots, H_{r}\right), Q^{T} C_{1} Q$ and $Q^{T} C_{2} Q$ are $\mathbb{R}$-SDC by the congruence $H$. Then, $C_{1}$ and $C_{2}$ are $\mathbb{R}$-SDC by the congruence $Q H$.

For $m=2$, Remark 2.2.1 and (N1) together give Theorem 1.2.1.
Another special case of Lemma 2.2.2 is when $C_{1}^{-1} C_{2}$ has $n$ distinct real eigenvalues.

Corollary 2.2.1. Let $\mathcal{C}_{n s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}$ be a nonsingular collection with $C_{1}$ invertible. Suppose $C_{1}^{-1} C_{2}$ has $n$ distinct real eigenvalues, i.e., $r=n$ in Lemma 2.2.2. Then, $C_{1}, C_{2}, \ldots, C_{m}$ are $S D C$ if and only if $C_{i} C_{1}^{-1} C_{2}$ are symmetric for every $i=3, \ldots, m$.

Proof. If $C_{1}, C_{2}, \ldots, C_{m}$ are $\mathbb{R}$-SDC, by $\left(N_{2}\right)$, we have $C_{i} C_{1}^{-1} C_{2}$ are symmetric for every $i=3, \ldots, m$.

For the converse, since $C_{1}^{-1} C_{2}$ has $n$ distinct eigenvalues, it is similarly diagonalizable. By assumption, $C_{i} C_{1}^{-1} C_{2}$ are symmetric. Then, by Lemma 2.2.2, the matrices $C_{1}, C_{2}, \ldots, C_{m}$ can be decomposed into block diagonals, each block is of size one. So $C_{1}, C_{2}, \ldots, C_{m}$ are $\mathbb{R}$-SDC.

It then comes with our first main result, Theorem 2.2.1, below.
Theorem 2.2.1. Let $\mathcal{C}_{n s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}, m \geq 3$ be a nonsingular collection with $C_{1}$ invertible. Suppose for each $i$ the matrix $C_{1}^{-1} C_{i}$ is real similarly diagonalizable. If $C_{j} C_{1}^{-1} C_{i}$ are symmetric for $2 \leq i<j \leq m$, then there exists a nonsingular real matrix $R$ such that

$$
\begin{align*}
R^{T} C_{1} R & =\operatorname{diag}\left(A_{1}, A_{2}, \ldots, A_{s}\right) \\
R^{T} C_{2} R & =\operatorname{diag}\left(\alpha_{1}^{2} A_{1}, \alpha_{2}^{2} A_{2}, \ldots, \alpha_{s}^{2} A_{s}\right)  \tag{2.26}\\
& \ldots \quad \ldots \\
R^{T} C_{m} R & =\operatorname{diag}\left(\alpha_{1}^{m} A_{1}, \alpha_{2}^{m} A_{2}, \ldots, \alpha_{s}^{m} A_{s}\right)
\end{align*}
$$

where $A_{t}^{\prime} s$ are nonsingular and symmetric, $\alpha_{t}^{i}, t=1,2, \ldots, s$, are real numbers. When the nonsingular collection $\mathcal{C}_{n s}$ is transformed into the form of (2.26) by a congruence $R$, the collection $\mathcal{C}_{n s}$ is indeed $\mathbb{R}$-SDC.

Proof. Suppose $C_{1}^{-1} C_{2}$ is diagonalized by a nonsingular $Q^{(1)}$ with distinct eigenvalues $\beta_{1}^{(1)}, \beta_{2}^{(1)}, \ldots, \beta_{r^{(1)}}^{(1)}$ having multiplicity $m_{1}^{(1)}, m_{2}^{(1)}, \ldots, m_{r^{(1)}}^{(1)}$, respectively. Here the superscript ${ }^{(1)}$ denotes the first iteration. Since $C_{j} C_{1}^{-1} C_{2}$ is symmetric for $j=3,4, \ldots, m$, Lemma 2.2.2 assures that

$$
\begin{align*}
& C_{1}^{(1)}=Q^{(1)^{T}} C_{1} Q^{(1)}=\operatorname{diag} \underbrace{\left(\left(A_{1}^{(1)}\right)_{m_{1}^{(1)}},\left(A_{2}^{(1)}\right)_{m_{2}^{(1)}}, \ldots,\left(A_{r^{(1)}}^{(1)}\right)_{m_{r^{(1)}}^{(1)}}\right.}_{\text {sym. \& invert. }},  \tag{2.27}\\
& C_{2}^{(1)}=Q^{(1)^{T} C_{2} Q^{(1)}=\operatorname{diag}\left(\beta_{1}^{(1)} A_{1}^{(1)}, \beta_{2}^{(1)} A_{2}^{(1)}, \ldots, \beta_{r^{(1)}}^{(1)} A_{r^{(1)}}^{(1)}\right),}  \tag{2.28}\\
& C_{j}^{(1)}=Q^{(1)^{T}} C_{j} Q^{(1)}=\operatorname{diag} \underbrace{\left(C_{j 1}^{(1)}, C_{j 2}^{(1)}, \ldots, C_{j r^{(1)}}^{(1)}\right.}_{\text {sym. }}, j=3,4, \ldots, m ; \tag{2.29}
\end{align*}
$$

where all members in $\left\{C_{1}^{(1)}, C_{2}^{(1)}, C_{3}^{(1)}, \ldots, C_{m}^{(1)}\right\}$ adopt the same block structure, each having $r^{(1)}$ diagonal blocks.

As for the second iteration, we use the assumption that $C_{1}^{-1} C_{3}$ is similarly diagonalizable. Then,

$$
\begin{equation*}
C_{1}^{(1)^{-1}} C_{3}^{(1)}=\operatorname{diag}\left(A_{1}^{(1)^{-1}} C_{31}^{(1)}, \ldots, A_{r^{(1)}}^{(1)^{-1}} C_{3 r^{(1)}}^{(1)}\right) \tag{2.30}
\end{equation*}
$$

is also similarly diagonalizable. Since a block diagonal matrix is diagonalizable if and only if each of its blocks is diagonalizable, (2.30) implies that each $A_{t}^{(1)^{-1}} C_{3 t}^{(1)}, t=$ $1,2, \ldots, r^{(1)}$ is diagonalizable. Let $Q_{t}^{(2)}$ (the superscript ${ }^{(2)}$ denotes the second iteration) diagonalize $A_{t}^{(1)^{-1}} C_{3 t}^{(1)}$ into $l_{t}$ distinct eigenvalues $\beta_{t 1}^{(2)}, \beta_{t 2}^{(2)}, \ldots, \beta_{t t_{t}}^{(2)}$, each having multiplicity $m_{t 1}^{(2)}, m_{t 2}^{(2)}, \ldots, m_{t l_{t}}^{(2)}$, respectively. Then,

$$
Q^{(2)}=\operatorname{diag}\left(Q_{1}^{(2)}, Q_{2}^{(2)}, \ldots, Q_{r^{(1)}}^{(2)}\right)
$$

diagonalizes $C_{1}^{(1)^{-1}} C_{3}^{(1)}$.
Now, applying Lemma 2.2 .2 to $\left\{A_{t}^{(1)}, C_{3 t}^{(1)}\right\}$ for each $t=1,2, \ldots, r^{(1)}$, we have

$$
\begin{align*}
Q_{t}^{(2)^{T}} A_{t}^{(1)} Q_{t}^{(2)} & =\operatorname{diag} \underbrace{\left(\left(A_{t 1}^{(2)}\right)_{m_{t 1}^{(2)}},\left(A_{t 2}^{(2)}\right)_{m_{t 2}^{(2)}}, \ldots,\left(A_{t t_{t}}^{(2)}\right)_{m_{t t_{t}}^{(2)}}\right)}_{\text {sym. \& invert. }} ;  \tag{2.31}\\
Q_{t}^{(2)^{T}} C_{3 t}^{(1)} Q_{t}^{(2)} & =\operatorname{diag}\left(\beta_{t 1}^{(2)} A_{t 1}^{(2)}, \beta_{t 2}^{(2)} A_{t 2}^{(2)}, \ldots, \beta_{t t_{t}}^{(2)} A_{t t_{t}}^{(2)}\right) . \tag{2.32}
\end{align*}
$$

Let us re-enumerate the indices of all sub-blocks into a sequence from $r^{(1)}$ to $r^{(2)}$ :

$$
\begin{align*}
& \left\{11,12, \ldots, 1 l_{1}\right\} ;\left\{21,22, \ldots, 2 l_{2}\right\} ; \cdots ;\left\{r^{(1)} 1, r^{(1)} 2 \ldots, r^{(1)} l_{r^{(1)}}\right\} \\
\Longrightarrow & \left\{1,2, \ldots, l_{1} ; l_{1}+1, l_{1}+2, \ldots, l_{1}+l_{2} ; \ldots ; \sum_{k=1}^{r^{(1)}-1} l_{k}+1, \ldots, r^{(2)}\right\} \tag{2.33}
\end{align*}
$$

so that

$$
A_{11}^{(2)} \rightarrow A_{1}^{(2)} ; A_{12}^{(2)} \rightarrow A_{2}^{(2)} ; \cdots ; A_{1 l_{1}}^{(2)} \rightarrow A_{l_{1}}^{(2)} ; A_{21}^{(2)} \rightarrow A_{l_{1+1}}^{(2)} ; A_{22}^{(2)} \rightarrow A_{l_{1}+2}^{(2)} \text { and so on. }
$$

Assemble (2.31) and (2.32) for all $t=1,2, \ldots, r^{(1)}$ together and then use the re-index (2.33), there is

$$
\begin{align*}
& C_{1}^{(2)}=Q^{(2)^{T}} C_{1}^{(1)} Q^{(2)}=\operatorname{diag}\left(A_{1}^{(2)}, A_{2}^{(2)}, \ldots, A_{r^{(2)}}^{(2)}\right),  \tag{2.34}\\
& C_{3}^{(2)}=Q^{(2)^{T}} C_{3}^{(1)} Q^{(2)}=\operatorname{diag}\left(\beta_{1}^{(2)} A_{1}^{(2)}, \beta_{2}^{(2)} A_{2}^{(2)}, \ldots, \beta_{r^{(2)}}^{(2)} A_{r^{(2)}}^{(2)}\right) . \tag{2.35}
\end{align*}
$$

In other words, at the first iteration, $C_{1}$ is congruent (via $Q^{(1)}$ ) to a block diagonal matrix $C_{1}^{(1)}$ of $r^{(1)}$ blocks as in (2.27), while at the second iteration, each of the $r^{(1)}$ blocks is further decomposed (via $Q^{(2)}$ ) into many more finer blocks $\left(r^{(2)}\right.$ blocks) as in (2.34). Simultaneously, the same congruence matric $Q^{(1)} Q^{(2)}$ makes $C_{3}$ into $C_{3}^{(2)}$ in (2.35), which is a non-homogeneous dilation of $C_{1}^{(2)}$ with scaling factors $\left\{\beta_{1}^{(2)}, \beta_{2}^{(2)}, \ldots, \beta_{r^{(2)}}^{(2)}\right\}$.

As for $C_{2}^{(1)}$ in (2.28), after the first iteration it has already become a nonhomogeneous dilation of $C_{1}^{(1)}$ in (2.27) with scaling factors $\left\{\beta_{1}^{(1)}, \beta_{2}^{(1)}, \ldots, \beta_{r^{(1)}}^{(1)}\right\}$. Since $C_{1}^{(1)}$ continues to split into finer sub-blocks as in (2.34), $C_{2}^{(1)}$ will be synchronously decomposed, along with $C_{1}^{(1)}$, into a block diagonal matrix of $r^{(2)}$ blocks having the original scaling factors $\left\{\beta_{1}^{(1)}, \beta_{2}^{(1)}, \ldots, \beta_{r^{(1)}}^{(1)}\right\}$. Specifically, we can expand the scaling factors $\left\{\beta_{1}^{(1)}, \beta_{2}^{(1)}, \ldots, \beta_{r^{(1)}}^{(1)}\right\}$ to become a sequence of $r^{(2)}$ terms as follows:

$$
\begin{align*}
& \{\underbrace{\beta_{1}^{(1)}, \beta_{1}^{(1)}, \ldots, \beta_{1}^{(1)}}_{l_{1}} ; \underbrace{\beta_{2}^{(1)}, \beta_{2}^{(1)}, \ldots, \beta_{2}^{(1)}}_{l_{2}} ; \cdots ; \underbrace{\beta_{r^{(1)}}^{(1)}, \beta_{r^{(1)}}^{(1)}, \ldots, \beta_{r^{(1)}}^{(1)}}_{l_{r^{(1)}}^{(1)}}\}  \tag{2.36}\\
\triangleq & \left\{\left[\beta_{1}^{(1)}\right],\left[\beta_{2}^{(1)}\right], \ldots,\left[\beta_{l_{1}}^{(1)}\right] ;\left[\beta_{l_{1}+1}^{(1)}\right], \ldots,\left[\beta_{l_{1}+l_{2}}^{(1)}\right] ; \ldots ;\left[\beta_{\sum_{k=1}^{(1)} l_{k}(1)-1}^{(1)}\right], \ldots,\left[\beta_{r^{(2)}}^{(1)}\right]\right\} .
\end{align*}
$$

With this notation, we can express

$$
\begin{equation*}
C_{2}^{(2)}=Q^{(2)^{T}} C_{2}^{(1)} Q^{(2)}=\operatorname{diag}\left(\left[\beta_{1}^{(1)}\right] A_{1}^{(2)},\left[\beta_{2}^{(1)}\right] A_{2}^{(2)}, \ldots,\left[\beta_{r^{(2)}}^{(1)}\right] A_{r^{(2)}}^{(1)}\right) . \tag{2.37}
\end{equation*}
$$

For $C_{4}^{(1)}$ up to $C_{m}^{(1)}$, let us take $C_{4}^{(1)}$ for example because all the others $C_{5}^{(1)}, C_{6}^{(1)}$, $\ldots, C_{m}^{(1)}$ can be analogously taken care of. By the assumption that $C_{4} C_{1}^{-1} C_{3}$ is symmetric, we also have that

$$
\begin{equation*}
C_{4}^{(1)} C_{1}^{(1)^{-1}} C_{3}^{(1)}=\operatorname{diag}\left(C_{41}^{(1)} A_{1}^{(1)^{-1}} C_{31}^{(1)}, \ldots, C_{4 r^{(1)}}^{(1)} A_{r^{(1)}}^{(1)}{ }^{-1} C_{3 r^{(1)}}^{(1)}\right) \tag{2.38}
\end{equation*}
$$

is symmetric. Since, for each $t=1,2, \ldots, r^{(1)}, A_{t}^{(1)-1} C_{3 t}^{(1)}$ is similarly diagonalizable by $Q_{t}^{(2)}$; and $C_{4 t}^{(1)} A_{t}^{(1)^{-1}} C_{3 t}^{(1)}$ is symmetric, by Lemma 2.2.2, $C_{4 t}^{(1)}$ can be further decomposed into finer blocks to become

$$
\begin{equation*}
Q_{t}^{(2)^{T}} C_{4 t}^{(1)} Q_{t}^{(2)}=\operatorname{diag} \underbrace{\left(C_{4, t 1}^{(2)}, C_{4, t 2}^{(2)}, \ldots, C_{4, t t_{t}}^{(2)}\right)}_{\text {sym. }} . \tag{2.39}
\end{equation*}
$$

Under the re-indexing formula (2.33) and (2.36), we have

$$
\begin{equation*}
C_{4}^{(2)}=Q^{(2)^{T}} C_{4}^{(1)} Q^{(2)}=\operatorname{diag}\left(C_{41}^{(2)}, C_{42}^{(2)}, \ldots, C_{4 r^{(2)}}^{(2)}\right) . \tag{2.40}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
C_{j}^{(2)}=Q^{(2)^{T}} C_{j}^{(1)} Q^{(2)}=\operatorname{diag}\left(C_{j 1}^{(2)}, C_{j 2}^{(2)}, \ldots, C_{j r^{(2)}}^{(2)}\right) ; j=5,6, \ldots, m . \tag{2.41}
\end{equation*}
$$

As the process continues, at the third iteration we use the condition that $C_{1}^{-1} C_{4}$ is diagonalizable and $C_{j} C_{1}^{-1} C_{4}, 5 \leq j \leq m$ symmetric to ensure the existence of a congruence $Q^{(3)}$, which puts $\left\{C_{2}^{(2)}, C_{3}^{(2)}, C_{4}^{(2)}\right\}$ as non-homogeneous dilation of the first matrix $C_{1}^{(2)}$, whereas from $C_{5}^{(2)}$ up to the last $C_{m}^{(2)}$ are all block diagonal matrices with the same pattern as the first matrix $C_{1}^{(2)}$. At the final iteration, there is a congruence matrix $Q^{(m-1)}$ that puts $\left\{C_{2}^{(m-1)}, C_{3}^{(m-1)}, \ldots, C_{m}^{(m-1)}\right\}$ as non-homogeneous dilation of $C_{1}^{(m-1)}$. Define

$$
R=Q^{(1)} Q^{(2)} Q^{(3)} \cdots Q^{(m-1)}
$$

Then, the nonsingular congruence matrix $R$ transforms the collection $\left\{R^{T} C_{i} R: i=\right.$ $1,2, \ldots, m\}$ into block diagonal forms of (2.26). By Remark 2.2.1, the collection $\mathcal{C}_{n s}=$ $\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}, m \geq 3$ is $\mathbb{R}$-SDC and the proof is complete.

With $\left(N_{1}\right),\left(N_{2}\right)$ and Theorem 2.2.1, we can now completely characterize the $\mathbb{R}$ SDC of a nonsingular collection $\mathcal{C}_{n s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$.

Theorem 2.2.2. Let $\mathcal{C}_{n s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}$, $m \geq 3$ be a nonsingular collection with $C_{1}$ invertible. The collection $\mathcal{C}_{n s}$ is $\mathbb{R}-S D C$ if and only if for each $2 \leq i \leq m$, the matrix $C_{1}^{-1} C_{i}$ is real similarly diagonalizable and $C_{j} C_{1}^{-1} C_{i}, 2 \leq i<j \leq m$ are all symmetric.

### 2.2.2 Algorithm for the nonsingular collection

Return to (2.19), (2.20) and (2.21), in Lemma 2.2.2, where each $C_{i}$ is decomposed into block diagonal form. Let us call column $t$ to be the family of submatrices $\left\{C_{i t} \mid i=\right.$ $3,4, \ldots, m\}$ of the $t^{\text {th }}$ block. If each $C_{i t}$ in the family satisfies

$$
\begin{equation*}
C_{i t}=\alpha_{t}^{i} A_{t}, \text { for some } \alpha_{t}^{i} \in \mathbb{R}, i=3,4, \ldots, m, \tag{2.42}
\end{equation*}
$$

we say that (2.42) holds for column $t$. Since $A_{t}$ are symmetric, there are orthogonal matrices $U_{t}$ such that $\left(U_{t}\right)^{T} A_{t} U_{t}$ are diagonal. Therefore, if (2.42) holds for all columns $t, t=1,2, \ldots, r$, the given matrices $C_{1}, C_{2}, \ldots, C_{m}$ are $\mathbb{R}$-SDC with the congruence matrix $P=Q \cdot \operatorname{diag}\left(U_{1}, U_{2}, \ldots, U_{r}\right)$. Note that (2.42) always holds for column $t$ with $m_{t}=1$.

From the proof of Theorem 2.2.1, we indeed apply repeatedly Lemma 2.2.2 for nonsingular pairs. That idea suggests us to propose an algorithm for finding $R$ as follows.

The procedure A below decompose the matrices into block diagonals.

## Procedure A:

Step 1. Find a matrix $R$ for $C_{1}, C_{2}, \ldots, C_{m}$ (by Lemma 2.2.2) such that

$$
\begin{aligned}
R^{T} C_{1} R & =\operatorname{diag}\left(C_{11}, C_{12}, \ldots, C_{1 r}\right) \\
R^{T} C_{2} R & =\operatorname{diag}\left(\alpha_{1}^{2} C_{11}, \alpha_{2}^{2} C_{12}, \ldots, \alpha_{r}^{2} C_{1 r}\right) \\
R^{T} C_{i} R & =\operatorname{diag}\left(C_{i 1}, C_{i 2}, \ldots, C_{i r}\right), 3 \leq i \leq m,
\end{aligned}
$$

If (2.42) holds for all columns $t, t=1,2, \ldots, r$, return $R$ and stop. Else, set $j:=3$ and go to Step 2.

Step 2. While $j<m$ do
For $t=1$ to $r$ do
If (2.42) does not hold for column $t$, apply Lemma 2.2.2 for $C_{1 t}, C_{j t}, \ldots, C_{m t}$ to find $Q_{t}$ :

$$
\begin{aligned}
\left(Q_{t}\right)^{T} C_{1 t} Q_{t} & =\operatorname{diag}\left(C_{1 t}^{(1)}, C_{1 t}^{(2)}, \ldots, C_{1 t}^{\left(l_{t}\right)}\right) \\
\left(Q_{t}\right)^{T} C_{j t} Q_{t} & =\operatorname{diag}\left(\alpha_{t 1}^{j} C_{1 t}^{(1)}, \alpha_{t 2}^{j} C_{1 t}^{(2)}, \ldots, \alpha_{t l_{t}}^{j} C_{1 t}^{\left(l_{t}\right)}\right) \\
\left(Q_{t}\right)^{T} C_{i t} Q_{t} & =\operatorname{diag}\left(C_{i t}^{(1)}, C_{i t}^{(2)}, \ldots, C_{i t}^{\left(l_{t}\right)}\right), \quad i=j+1, \ldots, m .
\end{aligned}
$$

Else set $Q_{t}:=I_{m_{t}}$ and $l_{t}=1$, here $m_{t} \times m_{t}$ is the size of $C_{1 t}$.

## EndFor

Update $R:=R \cdot \operatorname{diag}\left(Q_{1}, \ldots, Q_{r}\right)$.

- Reset the number of blocks: $r:=l_{1}+l_{2}+\ldots+l_{r}$,
- Reset the blocks (use auxiliary variables if necessary)

$$
\begin{aligned}
& C_{11}:=C_{11}^{(1)}, \ldots, C_{1 l_{1}}:=C_{11}^{\left(l_{1}\right)}, C_{1\left(l_{1}+1\right)}:=C_{12}^{(1)}, \ldots, C_{1 r}:=C_{1 r}^{\left(l_{r}\right)}, \\
& C_{i 1}:=C_{i 1}^{(1)}, \ldots, C_{i l_{1}}:=C_{i 1}^{\left(l_{1}\right)}, C_{i\left(l_{1}+1\right)}:=C_{i 2}^{(1)}, \ldots, C_{i r}:=C_{i r}^{\left(l_{r}\right)}, i=j+1, \ldots, m .
\end{aligned}
$$

If (2.42) holds for all columns $t, t=1,2, \ldots, r$, return $R$ and Stop.
Else, $j:=j+1$.

## EndWhile

To see how the algorithm works, we consider the following example where the matrices given satisfy Theorem 2.2.1.

Example 2.2.1. We consider the following four $5 \times 5$ real symmetric matrices:
$C_{1}=\left(\begin{array}{ccccc}2 & 4 & -6 & -8 & -14 \\ 4 & 10 & -14 & -20 & -38 \\ -6 & -14 & 22 & 22 & 18 \\ -8 & -20 & 22 & 60 & 186 \\ -14 & -38 & 18 & 186 & 761\end{array}\right), C_{2}=\left(\begin{array}{ccccc}5 & 10 & -15 & -20 & -35 \\ 10 & 25 & -35 & -50 & -95 \\ -15 & -35 & 55 & 55 & 45 \\ -20 & -50 & 55 & 150 & 465 \\ -35 & -95 & 45 & 465 & 1900\end{array}\right)$
$C_{3}=\left(\begin{array}{ccccc}-1 & -2 & 3 & 4 & 7 \\ -2 & -5 & 7 & 10 & 19 \\ 3 & 7 & -11 & -11 & -9 \\ 4 & 10 & -11 & -25 & -73 \\ 7 & 19 & -9 & -73 & -295\end{array}\right), C_{4}=\left(\begin{array}{ccccc}1 & 2 & -3 & -4 & -7 \\ 2 & 5 & -7 & -10 & -19 \\ -3 & -7 & 17 & -7 & -93 \\ -4 & -10 & -7 & 83 & 395 \\ -7 & -19 & -93 & 395 & 2104\end{array}\right)$.
Step 1. Apply Lemma 2.2.2 we have $R=\left(\begin{array}{ccccc}0 & 0 & 0 & 1 & 2 \\ 0 & 0 & 1 & 0 & 2 \\ 0 & 1 & 0 & 0 & 5 \\ 1 & 0 & 0 & 0 & -4 \\ 0 & 0 & 0 & 0 & 1\end{array}\right)$ such that

$$
R^{T} C_{1} R:=\left(\begin{array}{ccccc}
60 & 22 & -20 & -8 & 0 \\
22 & 22 & -14 & -6 & 0 \\
-20 & -14 & 10 & 4 & 0 \\
-8 & -6 & 4 & 2 & 0 \\
0 & 0 & 0 & 0 & 3
\end{array}\right):=\operatorname{diag}\left(C_{11}, C_{12}\right)
$$

$$
R^{T} C_{2} R:=\left(\begin{array}{ccccc}
150 & 55 & -50 & -20 & 0 \\
55 & 55 & -35 & -15 & 0 \\
-50 & -35 & 25 & 10 & 0 \\
-20 & -15 & 10 & 5 & 0 \\
0 & 0 & 0 & 0 & 5
\end{array}\right)=\operatorname{diag}\left(\frac{5}{2} C_{11}, \frac{5}{3} C_{12}\right)
$$

where $C_{11}:=\left(\begin{array}{cccc}60 & 22 & -20 & -8 \\ 22 & 22 & -14 & -6 \\ -20 & -14 & 10 & 4 \\ -8 & -6 & 4 & 2\end{array}\right) ; C_{12}:=(3)$;

$$
R^{T} C_{3} R:=\left(\begin{array}{ccccc}
-25 & -11 & 10 & 4 & 0 \\
-11 & -11 & 7 & 3 & 0 \\
10 & 7 & -5 & -2 & 0 \\
4 & 3 & -2 & -1 & 0 \\
0 & 0 & 0 & 0 & 4
\end{array}\right):=\operatorname{diag}\left(C_{31}, C_{32}\right),
$$

where $C_{31}:=\left(\begin{array}{cccc}-25 & -11 & 10 & 4 \\ -11 & -11 & 7 & 3 \\ 10 & 7 & -5 & -2 \\ 4 & 3 & -2 & -1\end{array}\right), C_{32}:=(4)$;

$$
R^{T} C_{4} R:=\left(\begin{array}{ccccc}
83 & -7 & -10 & -4 & 0 \\
-7 & 17 & -7 & -3 & 0 \\
-10 & -7 & 5 & 2 & 0 \\
-4 & -3 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & 7
\end{array}\right):=\operatorname{diag}\left(C_{41}, C_{42}\right),
$$

where $C_{41}:=\left(\begin{array}{cccc}83 & -7 & -10 & -4 \\ -7 & 17 & -7 & -3 \\ -10 & -7 & 5 & 2 \\ -4 & -3 & 2 & 1\end{array}\right) ; C_{42}:=(7)$.
Observe that (2.42) does not hold for column 1 which involves the sub-matrices $C_{11}, C_{31}, C_{41}$, (note that at this iteration we have only two columns: $r=2$ ) we set $j:=3$ and go to Step 2.

Step 2. For $t=1$ to 2 do

- $t=1$ : (2.42) does not hold for column 1, we apply Lemma 2.2.2 for column 1
including matrices $C_{11}, C_{31}, C_{41}$ as follows. Find $Q_{1}=\left(\begin{array}{llll}0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 3 \\ 0 & 1 & 0 & 5 \\ 1 & 0 & 0 & 3\end{array}\right)$ such that

$$
\begin{gathered}
\left(Q_{1}\right)^{T} C_{11} Q_{1}=\left(\begin{array}{cccc}
2 & 4 & -6 & 0 \\
4 & 10 & -14 & 0 \\
-6 & -14 & 22 & 0 \\
0 & 0 & 0 & 2
\end{array}\right):=\operatorname{diag}\left(C_{11}^{(1)}, C_{11}^{(2)}\right) \\
\left(Q_{1}\right)^{T} C_{31} Q_{1}=\left(\begin{array}{cccc}
-1 & -2 & 3 & 0 \\
-2 & -5 & 7 & 0 \\
3 & -7 & -11 & 0 \\
0 & 0 & 0 & 4
\end{array}\right):=\operatorname{diag}\left(-\frac{1}{2} C_{11}^{(1)}, 2 C_{11}^{(2)}\right),
\end{gathered}
$$

where $C_{11}^{(1)}=\left(\begin{array}{ccc}2 & 4 & -6 \\ 4 & 10 & -14 \\ -6 & -14 & 22\end{array}\right) ; C_{11}^{(2)}=(2)$;

$$
\left(Q_{1}\right)^{T} C_{41} Q_{1}=\left(\begin{array}{cccc}
1 & 2 & -3 & 0 \\
2 & 5 & -7 & 0 \\
-3 & -7 & 17 & 0 \\
0 & 0 & 0 & 0
\end{array}\right):=\operatorname{diag}\left(C_{41}^{(1)}, C_{41}^{(2)}\right)
$$

where $C_{41}^{(1)}=\left(\begin{array}{ccc}1 & 2 & -3 \\ 2 & 5 & -7 \\ -3 & -7 & 17\end{array}\right) ; C_{41}^{(2)}:=(0)$.

- $t=2$ : (2.42) holds for column 2 , set $Q_{2}=1, l_{2}=1$.

Update $R:=R \cdot \operatorname{diag}\left(Q_{1}, Q_{2}\right)$, here $\operatorname{diag}\left(Q_{1}, Q_{2}\right)=\left(\begin{array}{ccccc}0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 3 & 0 \\ 0 & 1 & 0 & 5 & 0 \\ 1 & 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 0 & 1\end{array}\right)$.
Reset the following:
The number of blocks: $r=l_{1}+l_{2}=2+1=3$,
The blocks: Use auxiliary variables:

$$
\begin{aligned}
& M_{11}:=C_{11}^{(1)}, M_{12}:=C_{11}^{(2)}, M_{13}:=C_{12} ; \\
& M_{41}:=C_{41}^{(1)}, M_{42}:=C_{41}^{(2)}, M_{43}:=C_{42} .
\end{aligned}
$$

Now, reset $C_{1 t}:=M_{1 t}, C_{4 t}:=M_{4 t}, t=1,2,3$. We have

$$
C_{11}=\left(\begin{array}{ccc}
2 & 4 & -6 \\
4 & 10 & -14 \\
-6 & -14 & 22
\end{array}\right), C_{12}=(2), C_{13}=(3)
$$

and

$$
C_{41}=\left(\begin{array}{ccc}
1 & 2 & -3 \\
2 & 5 & -7 \\
-3 & -7 & 17
\end{array}\right), C_{42}=(0), C_{43}=(7)
$$

Observe that (2.42) does not hold for column 1. We set $j:=j+1=4$ and repeat Step 2.

For $t=1$ to 3 do

- $t=1:(2.42)$ does not hold for column 1 . We apply Lemma 2.2.2 for $C_{11}, C_{41}$ as follows: Find $Q_{1}=\left(\begin{array}{ccc}1 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 0\end{array}\right)$ such that

$$
\begin{gathered}
\left(Q_{1}\right)^{T} C_{11} Q_{1}=\left(\begin{array}{ccc}
2 & 0 & 0 \\
0 & 2 & 4 \\
0 & 4 & 10
\end{array}\right)=\operatorname{diag}\left(C_{11}^{(1)}, C_{11}^{(2)},\right. \\
\left(Q_{1}\right)^{T} C_{41} Q_{1}=\left(\begin{array}{lll}
7 & 0 & 0 \\
0 & 1 & 2 \\
0 & 2 & 5
\end{array}\right):=\operatorname{diag}\left(\frac{7}{2} C_{11}^{(1)}, \frac{1}{2} C_{11}^{(2)}\right)
\end{gathered}
$$

where $C_{11}^{(1)}=(2), C_{11}^{(2)}=\left(\begin{array}{cc}2 & 4 \\ 4 & 10\end{array}\right)$.

- $t=2,3:(2.42)$ holds for columns 2,3 , we set $Q_{2}=1, Q_{3}=1$.

At this iteration we already have $j=m$, so we return $R:=R \cdot \operatorname{diag}\left(Q_{1}, Q_{2}, Q_{3}\right)$
$=\left(\begin{array}{ccccc}1 & 1 & 0 & 3 & 2 \\ 1 & 0 & 1 & 5 & 2 \\ 1 & 0 & 0 & 3 & 5 \\ 0 & 0 & 0 & 1 & -4 \\ 0 & 0 & 0 & 0 & 1\end{array}\right)$. It is not difficult to check that $R$ is the desired matrix:

$$
\begin{aligned}
& R^{T} C_{1} R=\operatorname{diag}\left(A_{1}, A_{2}, A_{3}, A_{4}\right), \\
& R^{T} C_{2} R=\operatorname{diag}\left(\frac{5}{2} A_{1}, \frac{5}{2} A_{2}, \frac{5}{2} A_{3}, \frac{5}{3} A_{4}\right),
\end{aligned}
$$

$$
\begin{aligned}
& R^{T} C_{3} R=\operatorname{diag}\left(-\frac{1}{2} A_{1},-\frac{1}{2} A_{2}, 2 A_{3}, \frac{4}{3} A_{4}\right), \\
& R^{T} C_{4} R=\operatorname{diag}\left(\frac{7}{2} A_{1}, \frac{1}{2} A_{2}, 0 A_{3}, \frac{7}{3} A_{4}\right),
\end{aligned}
$$

where $A_{1}:=(2) ; A_{2}:=\left(\begin{array}{cc}2 & 4 \\ 4 & 10\end{array}\right) ; A_{3}:=(2) ; A_{4}:=(3)$.
The algorithm for solving the SDC problem of a nonsingular collection $\mathcal{C}_{n s}$ is now stated as follows.

```
Algorithm 7 Solving the SDC problem for a nonsingular collection
INPUT: Real symmetric matrices \(C_{1}, C_{2}, \ldots, C_{m} ; C_{1}\) is nonsingular.
OUTPUT: NOT \(\mathbb{R}\)-SDC or a nonsingular real matrix \(P\) that simultaneously diago- nalizes \(C_{1}, C_{2}, \ldots, C_{m}\)
```

Step 1. (Checking $\mathbb{R}$-SDC)
If $C_{1}^{-1} C_{i}$ is not real similarly diagonalizable for some $i$ or $C_{j} C_{1}^{-1} C_{i}$ is not symmetric for some $i<j$ then NOT $\mathbb{R}$-SDC and STOP.

Else, go to Step 2.
Step 2. - Apply Procedure A to find $R$, which satisfies (2.26);

- Let $U_{t}, t=1,2, \ldots, r$, be orthogonal matrices such that $U_{t}^{T} A_{t} U_{t}$ are diagonal, define $U=\operatorname{diag}\left(U_{1}, U_{2}, \ldots, U_{r}\right)$.

Return $P=R U$.

Example 2.2.2. We consider again the three matrices given in Example 2.1.6. Recall that Algorithm 6 requires three steps: (1) finding $X$; (2) computing the square root $Q$ of $X: Q^{2}=X$; and (3) applying Algorithm 5 to the matrices $Q C_{1} Q, Q C_{2} Q, Q C_{3} Q$ to obtain a unitary matrix $V$ and returning the congruence matrix $P=Q V$. Here, Algorithm 7 requires only one step as follows. The matrix $C_{1}^{-1} C_{2}=\left(\begin{array}{ccc}0 & 1 & -1 \\ 0 & -1 & 0 \\ 0 & -1 & -\frac{1}{2}\end{array}\right)$ is real similarly diagonalizable by $P=\left(\begin{array}{ccc}2 & 1 & 1 \\ 0 & 1 & 0 \\ 1 & 2 & 0\end{array}\right)$. Since $C_{1}^{-1} C_{2}$ has three distinct eigenvalues, which are $0,-1,-\frac{1}{2}$, the matrices $C_{1}, C_{2}, C_{3}$ are $\mathbb{R}$-SDC via congruence $P$.

### 2.2.3 The SDC problem of singular collection

Let $\mathcal{C}_{s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}$ be a singular collection in which every $C_{i} \neq 0$ is singular. Consider the first two matrices $C_{1}, C_{2}$. If they are not $\mathbb{R}$-SDC so is not $\mathcal{C}_{s}$. Otherwise, by Lemmas 1.2.8, Theorem 1.2.1 and Lemma 1.2.9, there is a nonsingular $U_{1}$ that converts $C_{1}, C_{2}$ to block diagonal matrices

$$
\begin{equation*}
\tilde{C}_{1}=\operatorname{diag}(\underbrace{\left(C_{11}\right)_{p}}_{\text {invert. \& diag. }}, 0_{n-p}) ; \tilde{C}_{2}=\operatorname{diag}(\left(C_{21}\right)_{p}, \underbrace{\left(C_{26}\right)_{s_{1}}}_{\text {invert. \& diag. }}, 0_{n-p-s_{1}}) \tag{2.43}
\end{equation*}
$$

where $C_{11}$ and $C_{26}$ are both nonsingular diagonal, $p>0, s_{1} \geq 0$; and $0_{n-p}$ denotes the zero matrix of size $(n-p) \times(n-p)$. We emphasize that $s_{1}=0$ corresponds to (1.11) in Lemma 1.2.8, while $s_{1}>0$ to (1.12) in Lemma 1.2.8. Also by Theorem 1.2.1 and Lemma 1.2.9, the $\mathbb{R}$-SDC of $\left\{C_{1}, C_{2}\right\}$ implies the $\mathbb{R}$-SDC of $\left\{\left(C_{11}\right)_{p},\left(C_{21}\right)_{p}\right\}$, the latter of which is a nonsingular collection of smaller matrix size $p<n$.

Suppose $\left\{C_{11}, C_{21}\right\}$ are $\mathbb{R}$-SDC, say, by $(W)_{p}$. Let $Q_{1}=\operatorname{diag}\left((W)_{p}, I_{n-p}\right)$, where $I_{n-p}$ is the identity matrix of dimension $n-p$. Then,

$$
\begin{aligned}
& \tilde{C}_{1}^{\prime}=Q_{1}^{T} \tilde{C}_{1} Q_{1}=\operatorname{diag}(\underbrace{\left(W^{T} C_{11} W\right)_{p}}_{\triangleq \tilde{C}_{11}^{\prime}: \text { invert. \& diag. }}, \underbrace{0_{s_{1}}}_{s_{1} \geq 0}, 0_{n-p-s_{1}}) ; \\
& \tilde{C}_{2}^{\prime}=Q_{1}^{T} \tilde{C}_{2} Q_{1}=\operatorname{diag}(\underbrace{\left(W^{T} C_{21} W\right)_{p}}_{\triangleq \tilde{C}_{21}^{\prime}: \text { diag. }}, \underbrace{\left(C_{26}\right)_{s_{1}}}_{\triangleq \tilde{C}_{26}^{\prime}: \text { invert. \& diag. }}, 0_{n-p-s_{1}}) .
\end{aligned}
$$

It allows us to choose a large enough $\mu_{1}$ such that $\mu_{1} \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime}$ is invertible (where $\left.\tilde{C}_{21}^{\prime}=W^{T} C_{21} W\right)$. Then,

$$
\begin{aligned}
\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime} & =Q_{1}^{T}\left(\mu_{1} \tilde{C}_{1}+\tilde{C}_{2}\right) Q_{1} \\
& =\operatorname{diag}(\underbrace{(\underbrace{\mu_{1}^{\prime}}_{\text {invert. \& diag. }} \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime})_{p}}_{\triangleq \hat{C}_{21}: \text { invert. \& diag. }}, \underbrace{\left(\tilde{C}_{26}^{\prime}\right)_{s_{1}}}_{\text {invert. \& diag. }}, 0_{n-p-s_{1}}) .
\end{aligned}
$$

Now include $C_{3}$ for determining the $\mathbb{R}$-SDC of $\left\{C_{1}, C_{2}, C_{3}\right\}$. We first transform $C_{3}$ by $U_{1}$, followed by $Q_{1}$, to obtain $\tilde{C}_{3}^{\prime}=Q_{1}^{T}\left(U_{1}^{T} C_{3} U_{1}\right) Q_{1}$. The idea is to apply Lemma 1.2.8 again to convert $\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}$ and $\tilde{C}_{3}^{\prime}$ into the form (2.43), where, with the help of a sufficiently large $\mu_{1}>0$, the subblock $\left(\hat{C}_{21}\right)_{p+s_{1}}$ in $\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime \prime}$ is nonsingular and diagonal and thus can be used to determine the $\mathbb{R}$-SDC of $\left\{\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}, \tilde{C}_{3}^{\prime}\right\}$. The entire Section is devoted to proving that the idea does indeed work. The main result, Theorem 2.2.3, states that, suppose that the first $m-1$ matrices are $\mathbb{R}$-SDC (otherwise, it is end of the story), there always exist a sequence of congruences matrices and a sequence of
large enough constants which can reduce the $\mathbb{R}$-SDC of the entire singular collection $\mathcal{C}_{s}$ to become the $\mathbb{R}$-SDC of another nonsingular collection $\mathcal{C}_{n s}$ having a smaller matrix size.

Suppose $C_{1}, C_{2}$ are $\mathbb{R}$-SDC and we now include $C_{3}$ to determine the $\mathbb{R}$-SDC of $\left\{C_{1}, C_{2}, C_{3}\right\}$. By Theorem 1.2.1 and Lemma 1.2.9, there is a $U_{1}$ that converts $C_{1}, C_{2}$ to block diagonal matrices $\tilde{C}_{1}=\operatorname{diag}\left(\left(C_{11}\right)_{p}, 0_{n-p}\right)$ and $\tilde{C}_{2}=\operatorname{diag}\left(\left(C_{21}\right)_{p},\left(C_{26}\right)_{s_{1}}, 0_{n-p-s_{1}}\right)$ where $C_{11}$ and $C_{26}$ are both nonsingular diagonal, but $s_{1} \geq 0$ could be 0 . Moreover, $\mathbb{R}$-SDC of $C_{1}, C_{2}$ implies that $C_{11}, C_{21}$ are $\mathbb{R}$-SDC, say, by the congruence $(W)_{p}$. Let $Q_{1}=\operatorname{diag}\left((W)_{p}, I_{n-p}\right)$. Then,

$$
\begin{align*}
& \tilde{C}_{1}^{\prime}=Q_{1}^{T} \tilde{C}_{1} Q_{1}=\operatorname{diag}(\underbrace{\underbrace{\prime}_{11} \text { invert. \& diag. }}_{\triangleq \underbrace{\left(W^{T} C_{11} W\right)_{p}}_{\triangleq \hat{C}_{11}},}, \underbrace{0_{s_{1}}}_{s_{1} \geq 0}, 0_{n-p-s_{1}}) ;  \tag{2.44}\\
& \tilde{C}_{2}^{\prime}=Q_{1}^{T} \tilde{C}_{2} Q_{1}=\operatorname{diag}(\underbrace{\left(W^{T} C_{21} W\right)_{p}}_{\triangleq \tilde{C}_{21}^{\prime}: \text { diag. }}, \underbrace{\left(C_{26}\right)_{s_{1}}}_{\triangleq \tilde{C}_{26}^{\prime}: \text { invert. \& diag. }}, 0_{n-p-s_{1}}) . \tag{2.45}
\end{align*}
$$

Synchronically, $C_{3}$ is first transformed to $\tilde{C}_{3}$ by $U_{1}$, followed by another transformation by $Q_{1}$ to become

$$
\tilde{C}_{3}^{\prime}=Q_{1}^{T} \underbrace{U_{1}^{T} C_{3} U_{1}}_{\tilde{C}_{3}} Q_{1}=\quad\left(\begin{array}{cc}
\underbrace{\left(M_{31} \geq 0\right.}_{\text {sym., s }})_{p+s_{1}} & M_{32}  \tag{2.46}\\
M_{32}^{T} & \underbrace{\left(M_{33}\right)_{n-p-s_{1}}}_{\text {sym. }}
\end{array}\right)
$$

Note that, in (2.44), $\tilde{C}_{11}^{\prime}=W^{T} C_{11} W$ is invertible due to $C_{11}$ being invertible and $\operatorname{rank}\left(C_{11}\right)=\operatorname{rank}\left(\tilde{C}_{11}^{\prime}\right)$. It allows us to choose a large enough $\mu_{1}$ such that $\mu_{1} \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime}$ is invertible (where $\tilde{C}_{21}^{\prime}=W^{T} C_{21} W$ ). Then,

$$
\begin{align*}
\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime} & =Q_{1}^{T}\left(\mu_{1} \tilde{C}_{1}+\tilde{C}_{2}\right) Q_{1} \\
& =\operatorname{diag}(\underbrace{\text { invert. \& diag. }}_{\triangleq \underbrace{\left(\mu \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime}:\right. \text { invert. \& diag. }}_{\text {invert. \& diag. }})_{p}^{\prime}} \tag{2.47}
\end{align*}
$$

Next, we are going to convert the pair $\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}$ and $\tilde{C}_{3}^{\prime}$ into the form (1.10) and (1.11); or the form of (1.10) and (1.12) in Lemma 1.2.8, respectively. Notice that $\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}=\operatorname{diag}\left(\left(\hat{C}_{21}\right)_{p+s_{1}}, 0_{n-p-s_{1}}\right)$ is already in the form of (1.10).

- If, in (2.46), $M_{33}=0, \tilde{C}_{3}^{\prime}$ is thus in the form of (1.11). Let us rename

$$
\hat{C}_{1}=\tilde{C}_{1}^{\prime}(\operatorname{in}(2.44)) ; \hat{C}_{2}=\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}(\operatorname{in}(2.47)) ; \hat{C}_{3}=\tilde{C}_{3}^{\prime}=\left(\begin{array}{cc}
M_{31} & M_{32}  \tag{2.48}\\
M_{32}^{T} & 0
\end{array}\right)
$$

and denote their north-west subblocks as in (2.44) and in (2.47)

$$
\begin{equation*}
\hat{C}_{11}=\operatorname{diag}\left(\left(\tilde{C}_{11}^{\prime}\right)_{p}, 0_{s_{1}}\right) ; \hat{C}_{21}=\operatorname{diag}(\underbrace{\left(\mu \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime}\right)_{p},\left(\tilde{C}_{26}^{\prime}\right)_{s_{1}}}_{\text {invert. \& diag. }}) ; \hat{C}_{31}=\left(M_{31}\right)_{p+s_{1}} \tag{2.49}
\end{equation*}
$$

It is easy to see the following result.
Lemma 2.2.3. Let $\left\{\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}\right\}$ be singular matrices of the form (2.48). Then, $\left\{\hat{C}_{1}, \hat{C}_{2}\right.$, $\left.\hat{C}_{3}\right\}$ are $\mathbb{R}-S D C$ if and only if the north-western sub-blocks of them, $\left\{\hat{C}_{11}, \hat{C}_{21}, \hat{C}_{31}\right\}$, as specified by (2.49) are $\mathbb{R}-S D C$; and $M_{32}=0$.

Proof. If $M_{32}=0$ and the northwest sub-blocks $\hat{C}_{11}, \hat{C}_{21}, \hat{C}_{31}$ in (2.49) are $\mathbb{R}$-SDC by $\left(L_{1}\right)_{p+s_{1}}$, then the matrix $L=\operatorname{diag}\left(L_{1}, I_{n-p-s_{1}}\right)$ simultaneously diagonalizes $\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}$ via congruence.

Conversely, suppose $\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}$ are $\mathbb{R}$-SDC. In particular, $\hat{C}_{2}, \hat{C}_{3}$ are $\mathbb{R}$-SDC. Since $\hat{C}_{21}$ is nonsingular and diagonal whereas $\hat{C}_{3}$ is in the form of (1.11), by Theorem 1.2.1, $M_{32}$ must be 0 . It implies that $\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}$ have the same block structure. Specifically, $\hat{C}_{1}=\operatorname{diag}\left(\left(\hat{C}_{11}\right)_{p+s_{1}}, 0\right), \hat{C}_{2}=\operatorname{diag}\left(\left(\hat{C}_{21}\right)_{p+s_{1}}, 0\right)$, and $\hat{C}_{3}=\operatorname{diag}\left(\left(M_{31}\right)_{p+s_{1}}, 0\right)$. By Lemma 1.1.6, $\left\{\hat{C}_{11}, \hat{C}_{21}, \hat{C}_{31}\right\}$ are $\mathbb{R}$-SDC and the proof is complete.

- Suppose, in (2.46), $M_{33} \neq 0$. Let an orthogonal $\left(P_{2}\right)_{n-p-s_{1}}$ be such that

$$
P_{2}^{T} M_{33} P_{2}=\operatorname{diag}(\underbrace{\left(C_{36}\right)_{s_{2}}}_{\text {invert. \& diag., } s_{2}>0}, 0_{n-p-s_{1}-s_{2}}),
$$

with which we can form $H_{2}=\operatorname{diag}\left(I_{p+s_{1}}, P_{2}\right)$ and compute

$$
H_{2}^{T} \tilde{C}_{3}^{\prime} H_{2}=\left(\begin{array}{ccc}
\left(M_{31}\right)_{p+s_{1}} & C_{34} & C_{35}  \tag{2.50}\\
C_{34}^{T} & \left(C_{36}\right)_{s_{2}} & 0 \\
C_{35}^{T} & 0 & 0_{n-p-s_{1}-s_{2}}
\end{array}\right)
$$

where $\left(C_{34}, C_{35}\right)_{p \times(n-p)}=M_{32} P_{2}$. Define further that

$$
V_{2}=\left(\begin{array}{ccc}
I_{p+s_{1}} & 0 & 0  \tag{2.51}\\
-C_{36}^{-1} C_{34}^{T} & I_{s_{2}} & 0 \\
0 & 0 & I_{n-p-s_{1}-s_{2}}
\end{array}\right), \text { and } U_{2}=H_{2} V_{2}
$$

so that

$$
\breve{C}_{3} \triangleq U_{2}^{T} \tilde{C}_{3}^{\prime} U_{2}=\left(\begin{array}{ccc}
\underbrace{M_{31}-C_{34} C_{36}^{-1} C_{34}^{T}}_{\triangleq\left(\breve{C}_{31}\right)_{p+s_{1}}, \text { sym. }} & 0 & C_{35}  \tag{2.52}\\
0 & \underbrace{\left(C_{36}\right)_{s_{2}}}_{\text {invert. \& diag. }} & 0 \\
C_{35}^{T} & 0 & 0_{n-p-s_{1}-s_{2}}
\end{array}\right)
$$

More importantly, the transformation $U_{2}$,

$$
U_{2}=H_{2} V_{2}=\left(\begin{array}{cc}
I_{p+s_{1}} & 0  \tag{2.53}\\
-P_{2}\left[\begin{array}{c}
C_{36}^{-1} C_{34}^{T} \\
0
\end{array}\right] & \left(P_{2}\right)_{n-p-s_{1}}
\end{array}\right)
$$

does not change $\tilde{C}_{1}^{\prime}$ in (2.44) and $\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}$ in (2.47), in the sense that

$$
\begin{gather*}
\breve{C}_{1} \triangleq U_{2}^{T} \tilde{C}_{1}^{\prime} U_{2}=\tilde{C}_{1}^{\prime}=\operatorname{diag}(\underbrace{\left(W^{T} C_{11} W\right)_{p}, 0_{s_{1}}}_{\triangleq \breve{C}_{11}=\hat{C}_{11}: \text { diagonal }}, 0_{n-p-s_{1}})  \tag{2.54}\\
\breve{C}_{2}=U_{2}^{T}\left(\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime}\right) U_{2}=\mu_{1} \tilde{C}_{1}^{\prime}+\tilde{C}_{2}^{\prime} \\
=\operatorname{diag}(\underbrace{\left(\mu_{1} \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime}\right)_{p},\left(\tilde{C}_{26}^{\prime}\right)_{s_{1}}}_{\triangleq \breve{C}_{21}=\hat{C}_{21}: \text { invert. \& diag. }}, 0_{n-p-s_{1}}) . \tag{2.55}
\end{gather*}
$$

Notice that, in (2.54) and (2.55), $\hat{C}_{11}$ is renamed as $\breve{C}_{11}$, while $\hat{C}_{21}$ becomes $\breve{C}_{21}$. Then, we have the following main result.

Lemma 2.2.4. The singular collection $\left\{\breve{C}_{1}, \breve{C}_{2}, \breve{C}_{3}\right\}$ in (2.54), (2.55), in (2.52) are $\mathbb{R}$-SDC if and only if the north-western sub-blocks of them, i.e. $\left\{\breve{C}_{11}, \breve{C}_{21}, \breve{C}_{31}\right\}$, are $\mathbb{R}$-SDC; and $C_{35}$ in (2.52) is a zero matrix or does not exist.

Proof. The sufficiency of Lemma 2.2.4 is easy. If $C_{35}$ in (2.52) is a zero matrix or does not exist, and if the northwest sub-blocks $\breve{C}_{11}, \breve{C}_{21}, \breve{C}_{31}$ in (2.54), (2.55) and (2.52) are $\mathbb{R}$-SDC by $\left(L_{1}\right)_{p+s_{1}}$, then the matrix $L=\operatorname{diag}\left(L_{1}, I_{s_{2}}, I_{n-p-p_{2}-s_{2}}\right)$ simultaneously diagonalizes $\left\{\breve{C}_{1}, \breve{C}_{2}, \breve{C}_{3}\right\}$ via congruence.

To prove the necessity, suppose that $\breve{C}_{1}, \breve{C}_{2}, \breve{C}_{3}$ are $\mathbb{R}$-SDC by a congruence matrix $Q$. In particular, $\breve{C}_{2}, \breve{C}_{3}$ are $\mathbb{R}$-SDC in which

$$
\breve{C}_{21}=\operatorname{diag}(\underbrace{\left(\mu \tilde{C}_{11}^{\prime}+\tilde{C}_{21}^{\prime}\right)_{p},\left(\tilde{C}_{26}^{\prime}\right)_{s_{1}}}_{\text {invert. \& diag. }}) \text { in } \breve{C}_{2}), \underbrace{\left(C_{36}\right)_{s_{2}}}_{\text {invert. \& diag. }} \text { (in } \breve{C}_{3})
$$

are nonsingular diagonal. By Lemma 1.2.9, two matrices (here they are $\breve{C}_{2}, \breve{C}_{3}$ ) in the form of (1.10) and (1.12) are $\mathbb{R}$-SDC, there must be $C_{35}=0$ in $\breve{C}_{3}(2.52)$ or $C_{35}$ does not exist. Let us assume that $C_{35}=0$. Then,

$$
\begin{aligned}
& \breve{C}_{2}=\operatorname{diag}(\underbrace{\left(\breve{C}_{21}\right)_{p+s_{1}}}_{\text {invert. \& diag. }}, 0_{s_{2}}, 0_{n-p-s_{1}-s_{2}}) \\
& \breve{C}_{3}=\operatorname{diag}(\left(\breve{C}_{31}\right)_{p+s_{1}}, \underbrace{\left(C_{36}\right)_{s_{2}}}_{\text {invert. \& diag. }}, 0_{n-p-s_{1}-s_{2}})
\end{aligned}
$$

where $\breve{C}_{31}=M_{31}-C_{34} C_{36}^{-1} C_{34}^{T}$ has been defined in (2.52).
By Lemma 1.1.6, two matrices (which are $\breve{C}_{2}, \breve{C}_{3}$ with $p=p+s_{1}+s_{2}$,) of form (1.1) are $\mathbb{R}$-SDC, the congruence $Q$ that diagonalizes $\breve{C}_{2}, \breve{C}_{3}$ can be chosen to be

$$
Q=\left(\begin{array}{ccc}
\left(Q_{1}\right)_{p+s_{1}} & \left(Q_{2}\right)_{\left(p+s_{1}\right) \times s_{2}} & 0  \tag{2.56}\\
\left(Q_{3}\right)_{s_{2} \times\left(p+s_{1}\right)} & \left(Q_{4}\right)_{s_{2}} & 0 \\
0 & 0 & I_{n-p-s_{1}-s_{2}}
\end{array}\right)
$$

such that the first $p+s_{1}$ diagonal entries of the diagonal matrix $Q^{T} \breve{C}_{2} Q$ are all non-zero. We shall show that $Q_{2}=0_{\left(p+s_{1}\right) \times s_{2}}$ and $Q_{3}=0_{s_{2} \times\left(p+s_{1}\right)}$ so that $Q=$ $\operatorname{diag}\left(\left(Q_{1}\right)_{p+s_{1}},\left(Q_{4}\right)_{s_{2}}, I_{n-p-s_{1}-s_{2}}\right)$.

By $Q$ in (2.56), $\breve{C}_{2}$ is congruent to the diagonal matrix

$$
Q^{T} \breve{C}_{2} Q=\left(\begin{array}{ccc}
\left(Q_{1}^{T} \breve{C}_{21} Q_{1}\right)_{p+s_{1}} & Q_{1}^{T} \breve{C}_{21} Q_{2} & 0 \\
Q_{2}^{T} \breve{C}_{21} Q_{1} & \left(Q_{2}^{T} \breve{C}_{21} Q_{2}\right)_{s_{2}} & 0 \\
0 & 0 & 0_{n-p-s_{1}-s_{2}}
\end{array}\right)
$$

in which $Q_{1}^{T} \breve{C}_{21} Q_{1}$ is nonsingular diagonal. Since $\breve{C}_{21}$ is also nonsingular, it implies that $Q_{1}$ must be nonsingular. Then, due to the off-diagonal block $Q_{1}^{T} \hat{C}_{21} Q_{2}=0$, we see that $Q_{2}=0$. Then,

$$
\begin{equation*}
Q^{T} \breve{C}_{2} Q=\operatorname{diag}(\underbrace{\left(Q_{1}^{T} \breve{C}_{21} Q_{1}\right)_{p+s_{1}}}_{\text {invert. \& diag. }}, 0_{s_{2}}, 0_{n-p-s_{1}-s_{2}}) . \tag{2.57}
\end{equation*}
$$

Since $\breve{C}_{1}$ in (2.54) and $\breve{C}_{2}$ in (2.55) adopt the same block structure, there also is

$$
\begin{equation*}
Q^{T} \breve{C}_{1} Q=\operatorname{diag}(\underbrace{\left(Q_{1}^{T} \breve{C}_{11} Q_{1}\right)_{p+s_{1}}}_{\text {diag. }}, 0_{s_{2}}, 0_{n-p-s_{1}-s_{2}}) . \tag{2.58}
\end{equation*}
$$

The same congruence $Q$ also diagonalizes $\hat{C}_{3}$. Since $Q_{2}=0$ in (2.56),

$$
Q^{T} \breve{C}_{3} Q=\left(\begin{array}{ccc}
Q_{1}^{T} \breve{C}_{31} Q_{1}+Q_{3}^{T} C_{36} Q_{3} & Q_{3}^{T} C_{36} Q_{4} & 0  \tag{2.59}\\
Q_{4}^{T} C_{36} Q_{3} & Q_{4}^{T} C_{36} Q_{4} & 0 \\
0 & 0 & 0
\end{array}\right) \text { is diagonal }
$$

so that $Q_{4}^{T} C_{36} Q_{3}=0$. From (2.56), since $Q$ is nonsingular and we have known that $Q_{2}=$ 0 , there must be $Q_{4}$ nonsingular. From (2.52), we also know that $C_{36}$ is nonsingular. Then, $Q_{4}^{T} C_{36} Q_{3}=0$ implies that $Q_{3}=0$, which proves that the congruence $Q=$ $\operatorname{diag}\left(\left(Q_{1}\right)_{p+s_{1}},\left(Q_{4}\right)_{s_{2}}, I_{n-p-s_{1}-s_{2}}\right)$ and (2.63) becomes

$$
\begin{equation*}
Q^{T} \breve{C}_{3} Q=\operatorname{diag}(\underbrace{\left(Q_{1}^{T} \breve{C}_{31} Q_{1}\right)_{p+s_{1}}}_{\text {diag. }}, \underbrace{\left(Q_{4}^{T} C_{36} Q_{4}\right)_{s_{2}}}_{\text {diag. }}, 0_{n-p-s_{1}-s_{2}}) . \tag{2.60}
\end{equation*}
$$

Combining (2.58),(2.57),(2.60), we see that if $\breve{C}_{1}, \breve{C}_{2}, \breve{C}_{3}$ are $\mathbb{R}$-SDC by $Q$, then the north-western blocks $\breve{C}_{11}, \breve{C}_{21}, \breve{C}_{31}$ are $\mathbb{R}$-SDC by $Q_{1}$. The proof is complete.

In summary, when $C_{1}$ and $C_{2}$ are $\mathbb{R}$-SDC, there is

$$
\breve{C}_{1}=U_{2}^{T} \overbrace{Q_{1}^{T} \underbrace{U_{1}^{T}\left(C_{1}\right) U_{1}}_{=\tilde{C}_{1} \text { in Lemma 1.2.8 }} Q_{1}}^{=\tilde{C}_{1}^{\prime} \text { in (2.44) }} U_{2}
$$

where $U_{1}$ is from Lemma 1.2.8 that puts $C_{1}, C_{2}$ in the form of $\tilde{C}_{1}=U_{1}^{T} C_{1} U_{1}$ (1.10) and $\tilde{C}_{2}=U_{1}^{T} C_{2} U_{1}$ (1.12); while $Q_{1}$ from (2.44)-(2.45) diagonalizes simultaneously $\tilde{C}_{1}$ and $\tilde{C}_{2}$; finally $U_{2}$ from (2.53) puts $\tilde{C}_{3}^{\prime}=Q_{1}^{T} U_{1}^{T} C_{3} U_{1} Q_{1}$ in the form of (2.52). In addition,

$$
\breve{C}_{2}=U_{2}^{T} Q_{1}^{T} U_{1}^{T}\left(\mu C_{1}+C_{2}\right) U_{1} Q_{1} U_{2} ; \breve{C}_{3}=U_{2}^{T} Q_{1}^{T} U_{1}^{T}\left(C_{3}\right) U_{1} Q_{1} U_{2} .
$$

It is obvious that $\breve{C}_{1}, \breve{C}_{2}, \breve{C}_{3}$ are $\mathbb{R}$-SDC if and only if $C_{1}, \mu C_{1}+C_{2}, C_{3}$ are $\mathbb{R}$-SDC; and, if and only if $C_{1}, C_{2}, C_{3}$ are $\mathbb{R}$-SDC. Therefore, from Lemma 2.2.4, we have the following result.

Lemma 2.2.5. Let $\left\{C_{1}, C_{2}, C_{3}\right\} \subset \mathcal{S}^{n}$ be a singular collection and assume that $C_{1}, C_{2}$ are $\mathbb{R}-S D C$. Then, there is a nonsingular $U$ and a constant $\mu$ such that $\breve{C}_{1}=U^{T} C_{1} U$, $\breve{C}_{2}=U^{T}\left(\mu C_{1}+C_{2}\right) U, \breve{C}_{3}=U^{T} C_{3} U$ be singular matrices of the forms (2.54), (2.55) and (2.52), respectively. Moreover, the collection $\left\{C_{1}, C_{2}, C_{3}\right\}$ is $\mathbb{R}$-SDC if and only if the northwestern nonsingular subblocks of them, $\left\{\breve{C}_{11}, \breve{C}_{21}, \breve{C}_{31}\right\}$, are $\mathbb{R}-S D C$; and $C_{35}$ in (2.52) is either zero or does not exist.

Lemmas 2.2 .3 and 2.2 .5 can be easily extended to more than three matrices. Theorem 2.2.3 below can be proved by induction. Firstly, we need the following lemma.

Lemma 2.2.6. Suppose $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are singular matrices of the forms:

$$
\begin{align*}
& \text { for } i=1,2, \ldots, m-1, \\
& \qquad \tilde{C}_{i}=\operatorname{diag}\left(\left(C_{i 1}\right)_{p}, 0_{s}, 0_{r-s}\right)=\operatorname{diag}\left(\left(\hat{C}_{i 1}\right)_{p+s}, 0_{r-s}\right) \tag{2.61}
\end{align*}
$$

for $i=m$,

$$
\begin{equation*}
\tilde{C}_{m}=\operatorname{diag}\left(\left(C_{m 1}\right)_{p},\left(C_{m 6}\right)_{s}, 0_{r-s}\right)=\operatorname{diag}\left(\left(\hat{C}_{m 1}\right)_{p+s}, 0_{r-s}\right) \tag{2.62}
\end{equation*}
$$

where $p, r \geq 1, s \geq 0$; in (2.61), $C_{i 1}, i=1,2, \ldots, m-1$, are real diagonal of size $p \times p$, $\left(\hat{C}_{i 1}\right)_{p+s}=\operatorname{diag}\left(\left(C_{i 1}\right)_{p}, 0_{s}\right)$, and $C_{(m-1) 1}$ is nonsingular; $\left(\hat{C}_{m 1}\right)_{p+s}=\operatorname{diag}\left(\left(C_{m 1}\right)_{p},\left(C_{m 6}\right)_{s}\right)$ in (2.62), $C_{m 1}$ is real symmetric of size $p \times p, C_{m 6}$ is real nonsingular diagonal of size $s \times s$. Then $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m-1}, \tilde{C}_{m}$ are $\mathbb{R}-S D C$ if and only if their north-west blocks $C_{11}, C_{21}, \ldots, C_{(m-1) 1}, C_{m 1}$ are $\mathbb{R}-S D C$.

Proof. Suppose first that $C_{11}, C_{21}, \ldots, C_{m 1}$ are $\mathbb{R}$-SDC by $Q_{1}$. We define the matrix $Q$ as follows: if $r>s$ then $Q=\operatorname{diag}\left(Q_{1}, I_{s}, I_{r-s}\right)$; if $r=s$ then $Q=\operatorname{diag}\left(Q_{1}, I_{s}\right)$. Then $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $\mathbb{R}$-SDC by $Q$.

For the converse, suppose that $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $\mathbb{R}$-SDC and $r>s$. The case $r=s$ is proved similarly. By Lemma 1.1.6, $\left(\hat{C}_{11}\right)_{p+s},\left(\hat{C}_{(m-1) 1}\right)_{p+s}, \ldots,\left(\hat{C}_{m 1}\right)_{p+s}$ are $\mathbb{R}$-SDC by

$$
Q=\left(\begin{array}{ll}
Q_{1} & Q_{2} \\
Q_{3} & Q_{4}
\end{array}\right)
$$

where $Q_{1}$ and $Q_{4}$ are square matrices of size $p \times p$ and $s \times s$, respectively, such that the $p$ nonzero elements of the diagonal matrix $Q^{T} \hat{C}_{(m-1) 1} Q$ are put in the first $p$ positions of the diagonal. Specifically for $\hat{C}_{(m-1) 1}$, it is congruent to the diagonal matrix

$$
Q^{T} \hat{C}_{(m-1) 1} Q=\left(\begin{array}{cc}
Q_{1}^{T} C_{(m-1) 1} Q_{1} & Q_{1}^{T} C_{(m-1) 1} Q_{2} \\
Q_{2}^{T} C_{(m-1) 1} Q_{1} & Q_{2}^{T} C_{(m-1) 1} Q_{2}
\end{array}\right)
$$

with $Q_{1}^{T} C_{(m-1) 1} Q_{1}$ being nonsingular diagonal of $p \times p, Q_{2}^{T} C_{(m-1) 1} Q_{2}$ being diagonal and $Q_{1}^{T} C_{(m-1) 1} Q_{2}=0$. Since both $C_{(m-1) 1}$ and $Q_{1}^{T} C_{(m-1) 1} Q_{1}$ are nonsingular, the submatrix $Q_{1}$ must be nonsingular. The equation $Q_{1}^{T} C_{(m-1) 1} Q_{2}=0$ thus implies that $Q_{2}=0$. Then we have

$$
Q^{T} \hat{C}_{(m-1) 1} Q=\left(\begin{array}{cc}
Q_{1}^{T} C_{(m-1) 1} Q_{1} & 0 \\
0 & 0
\end{array}\right)
$$

and

$$
Q^{T} \hat{C}_{i 1} Q=\left(\begin{array}{cc}
Q_{1}^{T} C_{i 1} Q_{1} & 0 \\
0 & 0
\end{array}\right), \quad i=1,2, \ldots, m-2
$$

such that $Q_{1}^{T} C_{i 1} Q_{1}, i=1,2, \ldots, m-1$, are all diagonal.
Finally, for $i=m$,

$$
Q^{T} \hat{C}_{m 1} Q=\left(\begin{array}{cc}
Q_{1}^{T} C_{m 1} Q_{1}+Q_{3}^{T} C_{m 6} Q_{3} & Q_{3}^{T} C_{m 6} Q_{4}  \tag{2.63}\\
Q_{4}^{T} C_{m 6} Q_{3} & Q_{4}^{T} C_{m 6} Q_{4}
\end{array}\right)
$$

is diagonal. Then, $Q_{1}^{T} C_{m 1} Q_{1}+Q_{3}^{T} C_{m 6} Q_{3}$ and $Q_{4}^{T} C_{m 6} Q_{4}$ are diagonal and $Q_{4}^{T} C_{m 6} Q_{3}=$ 0 . We note that $Q$ is nonsingular and $Q_{2}=0$, the matrix $Q_{4}$ must be nonsingular. Moreover, by assumption, $C_{m 6}$ is nonsingular so that $Q_{4}^{T} C_{m 6} Q_{3}=0$ implies that $Q_{3}=0$. As a consequence, $\hat{C}_{m 1}$ is reduced to

$$
Q^{T} \hat{C}_{m 1} Q=\left(\begin{array}{cc}
Q_{1}^{T} C_{m 1} Q_{1} & 0 \\
0 & Q_{4}^{T} C_{m 6} Q_{4}
\end{array}\right)
$$

so that $Q_{1}^{T} C_{m 1} Q_{1}$ is diagonal.

Those arguments have shown that $C_{11}, C_{21}, \ldots, C_{(m-1) 1}, C_{m 1}$ are $\mathbb{R}$-SDC by the nonsingular matrix $Q_{1}$.

Theorem 2.2.3. Let $\mathcal{C}_{s}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} \subset \mathcal{S}^{n}, m \geq 3$ be a singular collection in which none is zero. If $C_{1}, C_{2}, \ldots, C_{m-1}$ are $\mathbb{R}-S D C$, then there exist a nonsingular real matrix $Q$ and a positive vector $\mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{m-2}, 1\right) \in \mathbb{R}_{++}^{m-1}$ such that

$$
\begin{align*}
\tilde{C}_{1} & =Q^{T} C_{1} Q=\operatorname{diag}\left(\left(C_{11}\right)_{p}, 0_{n-p}\right), p<n ; \\
\tilde{C}_{2} & =Q^{T}\left(\mu_{1} C_{1}+C_{2}\right) Q=\operatorname{diag}\left(\left(C_{21}\right)_{p}, 0_{n-p}\right) ; \\
\tilde{C}_{3} & =Q^{T}\left(\mu_{2}\left(\mu_{1} C_{1}+C_{2}\right)+C_{3}\right) Q=\operatorname{diag}\left(\left(C_{31}\right)_{p}, 0_{n-p}\right) ; \\
& \vdots \\
\tilde{C}_{m-1} & \left.=Q^{T}\left(\mu_{m-2}\left(\cdots \mu_{3}\left(\mu_{2}\left(\mu_{1} C_{1}+C_{2}\right)+C_{3}\right)+C_{4}\right)+\cdots+C_{m-2}\right)+C_{m-1}\right) Q \\
& =\operatorname{diag}\left(\left(C_{(m-1) 1}\right)_{p}, 0_{n-p}\right) ; \tag{2.64}
\end{align*}
$$

and either

$$
\tilde{C}_{m}=Q^{T} C_{m} Q=\left(\begin{array}{cc}
\left(C_{m 1}\right)_{p} & C_{m 2}  \tag{2.65}\\
C_{m 2}^{T} & 0_{n-p}
\end{array}\right) ;
$$

or

$$
\tilde{C}_{m}=Q^{T} C_{m} Q=\left(\begin{array}{ccc}
\left(C_{m 1}\right)_{p} & 0 & C_{m 5}  \tag{2.66}\\
0 & \left(C_{m 6}\right)_{s} & 0 \\
C_{m 5}^{T} & 0 & 0_{n-p-s}
\end{array}\right), s \leq n-p,
$$

where

- the sub-matrices $\left(C_{i 1}\right)_{p}, i=1,2, \ldots, m-1$, are all diagonal of the same size. In particular, $\left(C_{(m-1) 1}\right)_{p}$ in (2.64) is nonsingular;
- in (2.65), $\left(C_{m 1}\right)_{p}$ is symmetric;
- in (2.66), $\left(C_{m 1}\right)_{p}$ is symmetric, $\left(C_{m 6}\right)_{s}$ is nonsingular diagonal; $C_{m 5}$ is either a $p \times(n-p-s)$ matrix if $s<n-p$ or does not exist if $s=n-p$.

Moreover, the following three statements are equivalent.
(i) all matrices in the collection $\mathcal{C}_{s}$ are $\mathbb{R}-S D C$;
(ii) all matrices in the collection $\tilde{\mathcal{C}}_{s}=\left\{\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}\right\}$ are $\mathbb{R}-S D C$;
(iii) either sub-blocks $C_{11}, C_{21}, \ldots, C_{m 1}$ with $C_{m 1}$ coming from (2.65) are $\mathbb{R}$-SDC and $C_{m 2}=0$; or sub-blocks $C_{11}, C_{21}, \ldots, C_{m 1}$ with $C_{m 1}$ coming from (2.66) are $\mathbb{R}-S D C$ and either $C_{m 5}=0$ or $C_{m 5}$ does not exist.

Proof. Proof for the initial step of mathematical induction:

1. Suppose $C_{1}$ and $C_{2}$ are $\mathbb{R}$-SDC. By Lemma 2.2.5, the theorem is true for $m=3$.
2. Proof for the induction step on $m \geq 4$ : Suppose (2.64) and (2.65) or (2.64) and (2.66) hold for $m-1$ matrices $C_{1}, C_{2}, \ldots, C_{m-1}$, i.e., there exist a nonsingular matrix $Q_{1}$ and a vector $\hat{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{m-3}, 1\right) \in \mathbb{R}_{++}^{m-2}$ such that

$$
\begin{align*}
\hat{C}_{1} & =Q_{1}^{T} C_{1} Q_{1}=\operatorname{diag}\left(\left(\hat{C}_{11}\right)_{p_{1}}, 0_{r_{1}}\right), \\
\hat{C}_{2} & =Q_{1}^{T}\left(\mu_{1} C_{1}+C_{2}\right) Q_{1}=\operatorname{diag}\left(\left(\hat{C}_{21}\right)_{p_{1}}, 0_{r_{1}}\right), \\
& \vdots \\
\hat{C}_{m-2} & =Q_{1}^{T}\left(\mu_{m-3}\left(\ldots \mu_{2}\left(\mu_{1} C_{1}+C_{2}\right)+C_{3}\right)+\ldots+C_{m-2}\right) Q_{1} \\
& =\operatorname{diag}\left(\left(\hat{C}_{(m-2) 1}\right)_{p_{1}}, 0_{r_{1}}\right), \tag{2.67}
\end{align*}
$$

and either

$$
\hat{C}_{m-1}=Q_{1}^{T} C_{m-1} Q_{1}=\left(\begin{array}{cc}
\left(\hat{C}_{(m-1) 1}\right)_{p_{1}} & \hat{C}_{(m-1) 2}  \tag{2.68}\\
\hat{C}_{(m-1) 2}^{T} & 0_{n-p_{1}}
\end{array}\right) ;
$$

or

$$
\hat{C}_{m-1}=Q_{1}^{T} C_{m-1} Q_{1}=\left(\begin{array}{ccc}
\left(\hat{C}_{(m-1) 1}\right)_{p_{1}} & 0_{p_{1} \times s_{1}} & \hat{C}_{(m-1) 5}  \tag{2.69}\\
0_{s_{1} \times p_{1}} & \hat{C}_{(m-1) 6} & 0_{s_{1} \times\left(r_{1}-s_{1}\right)} \\
\left(\hat{C}_{(m-1) 5}\right)^{T} & 0_{\left(r_{1}-s_{1}\right) \times s_{1}} & 0_{r_{1}-s_{1}}
\end{array}\right),
$$

where

- the sub-matrices $\left(\hat{C}_{i 1}\right)_{p_{1}}, i=1,2, \ldots, m-2$, are all diagonal of the same size. In particular, $\left(\hat{C}_{(m-2) 1}\right)_{p_{1}}$ is nonsingular;
- in (2.68), $\left(\hat{C}_{(m-1) 1}\right)_{p_{1}}$ is symmetric; $\left(\hat{C}_{(m-1) 2}\right)$ is a $p_{1} \times\left(n-p_{1}\right)$.
- in (2.69), $\left(\hat{C}_{(m-1) 1}\right)_{p_{1}}$ is symmetric, $\left(\hat{C}_{(m-1) 6}\right)_{s}$ is nonsingular diagonal; $\hat{C}_{(m-1) 5}$ is either a $p_{1} \times\left(n-p_{1}-s\right)$ matrix if $s<n-p_{1}$ or does not exist if $s=n-p_{1}$.

Since $C_{1}, C_{2}, \ldots, C_{m-1}$ are $\mathbb{R}$-SDC, the collection $\hat{C}_{1}, \hat{C}_{2}, \ldots, \hat{C}_{m-1}$ are $\mathbb{R}$-SDC. This implies that $\hat{C}_{m-2}, \hat{C}_{m-1}$ are $\mathbb{R}$-SDC.

- If $\hat{C}_{m-1}$ takes the form (2.68), $\hat{C}_{(m-1) 2}=0$ (by Lemma 1.2.1). Then, the matrices $\hat{C}_{1}, \hat{C}_{2}, \ldots, \hat{C}_{m-1}$ have the form of (1.1). By Lemma 1.1.6, the submatrices $\hat{C}_{11}, \hat{C}_{21}, \ldots, \hat{C}_{(m-1) 1}$ are $\mathbb{R}-$ SDC.
- If $\hat{C}_{m-1}$ takes the form (2.69), $\hat{C}_{(m-1) 5}$ is zero or does not exist (by Lemma 1.2.9). Then, the matrices $\hat{C}_{1}, \hat{C}_{2}, \ldots, \hat{C}_{m-1}$ have the form of (2.61), (2.62). By Lemma 2.2.6, the submatrices $\hat{C}_{11}, \hat{C}_{21}, \ldots, \hat{C}_{(m-1) 1}$ are $\mathbb{R}$-SDC.

Therefore, there is a nonsingular matrix $P_{1}$ such that

$$
P_{1}^{T} \hat{C}_{i 1} P_{1}=\tilde{C}_{i 1}, i=1,2, \ldots, m-1
$$

are all diagonal. Set $Q_{2}=\left(\begin{array}{cc}P_{1} & 0 \\ 0 & I_{r_{1}}\end{array}\right)$ and $Q_{3}=Q_{1} Q_{2}$, then from (2.67),

$$
\begin{aligned}
\tilde{C}_{1} & =Q_{3}^{T} C_{1} Q_{3}=Q_{2}^{T} \hat{C}_{1} Q_{2}=\operatorname{diag}\left(\tilde{C}_{11}, 0_{r_{1}}\right), \\
\tilde{C}_{2} & =Q_{3}^{T}\left(\mu_{1} C_{1}+C_{2}\right) Q_{3}=Q_{2}^{T} \hat{C}_{2} Q_{2}=\operatorname{diag}\left(\tilde{C}_{21}, 0_{r_{1}}\right), \\
& \ldots \\
\tilde{C}_{m-2} & \left.=Q_{3}^{T}\left(\mu_{m-3}\left(\ldots \mu_{3}\left(\mu_{2}\left(\mu_{1} C_{1}+C_{2}\right)+C_{3}\right)+C_{4}\right)+\ldots+C_{m-3}\right)+C_{m-2}\right) Q_{3} \\
& =Q_{2}^{T} \hat{C}_{m-2} Q_{2}=\operatorname{diag}\left(\tilde{C}_{(m-2) 1}, 0_{r_{1}}\right) \\
\tilde{C}_{m-1} & =Q_{3}^{T} C_{m-1} Q_{3}=Q_{2}^{T} \hat{C}_{m-1} Q_{2}=\operatorname{diag}\left(\tilde{C}_{(m-1) 1},\left(\hat{C}_{(m-1) 6}\right)_{s_{1}}, 0_{r_{1}-s_{1}}\right), s_{1} \geq 0,
\end{aligned}
$$

where all $\tilde{C}_{i 1}$ are diagonal, $i=1,2, \ldots, m-1 ; \tilde{C}_{(m-2) 1}, \hat{C}_{(m-1) 6}$ are nonsingular diagonal. Notice that if $s_{1}=0$ then $\hat{C}_{(m-1) 6}$ does not exist.

Suppose

$$
\tilde{C}_{(m-2) 1}=\operatorname{diag}\left(\eta_{1}, \eta_{2}, \ldots, \eta_{p_{1}}\right) \text { and } \tilde{C}_{(m-1) 1}=\operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{p_{1}}\right)
$$

where $\eta_{j} \neq 0, j=1,2, \ldots, p_{1}$. We now define

$$
\mu_{m-2}=\max _{1 \leq j \leq p_{1}}\left\{\left|\frac{\gamma_{j}}{\eta_{j}}\right|+1\right\} .
$$

Then, the matrix

$$
\mu_{m-2} \tilde{C}_{(m-2) 1}+\tilde{C}_{(m-1) 1}=\operatorname{diag}\left(\mu_{m-2} \eta_{1}+\gamma_{1}, \ldots, \mu_{m-2} \eta_{p_{1}}+\gamma_{p_{1}}\right)
$$

is nonsingular diagonal of size $p_{1} \times p_{1}$. Let $r_{2}=r_{1}-s_{1}, p_{2}=p_{1}+s_{1}$ and

$$
\begin{aligned}
C_{i 1} & =\operatorname{diag}\left(\tilde{C}_{i 1}, 0_{s_{1}}\right), i=1,2, \ldots, m-2, \\
C_{(m-1) 1} & =\operatorname{diag}\left(\mu_{m-2} \tilde{C}_{(m-2) 1}+\tilde{C}_{(m-1) 1}, \hat{C}_{(m-1) 6}\right)
\end{aligned}
$$

we will have

$$
\tilde{C}_{i}=\operatorname{diag}\left(\left(C_{i 1}\right)_{p_{2}}, 0_{r_{2}}\right), i=1,2, \ldots, m-1,
$$

such that $C_{(m-1) 1}$ is nonsingular diagonal and $\mu=\left(\mu_{1}, \ldots, \mu_{m-2}, 1\right) \in \mathbb{R}_{++}^{m-1}$.
Now for $Q_{3}^{T} C_{m} Q_{3}$ we make a partition as

$$
\hat{C}_{m}=Q_{3}^{T} C_{m} Q_{3}=\left(\begin{array}{ll}
N_{m 1} & N_{m 2} \\
N_{m 3} & N_{m 4}
\end{array}\right)
$$

such that $N_{m 1}$ and $N_{m 4}$ are symmetric matrices of size $p_{2} \times p_{2}$ and $r_{2} \times r_{2}$, respectively. Using the same arguments as in (2.48), (2.52), there will be nonsingular matrices $U$ such that $Q=Q_{3} U$ satisfying $\tilde{C}_{i}=Q^{T} \tilde{C}_{i} Q$ for all $i=1,2, \ldots, m-1$ and $\tilde{C}_{m}=Q^{T} \hat{C}_{m} Q$ is of the form (2.65) or (2.66). Then the matrix $Q$ will be the one we need to find and $\mu=\left(\mu_{1}, \ldots, \mu_{m-2}, 1\right) \in \mathbb{R}_{++}^{m-1}$.

Moreover, we have:
$(i) \Leftrightarrow(i i)$. If all matrices in the collection $\mathcal{C}_{s}$ are $\mathbb{R}$-SDC by $P$, then all matrices in the collection $\tilde{\mathcal{C}_{s}}=\left\{\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}\right\}$ are $\mathbb{R}$-SDC by $Q^{-1} P$;

Conversely, if $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $\mathbb{R}$-SDC by $R$, then $C_{1}, C_{2}, \ldots, C_{m}$ are $\mathbb{R}$-SDC by $Q R$.
(ii) $\Leftrightarrow($ iii $)$ If $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $\mathbb{R}$-SDC, $\tilde{C}_{m-1}, \tilde{C}_{m}$ are $\mathbb{R}$-SDC. By Lemma 1.2.1, $C_{m 2}=0$ if $\tilde{C}_{m}$ is in the form of (2.65). Then, by Lemma 1.1.6, sub-blocks $C_{11}, C_{21}, \ldots, C_{m 1}$ are $\mathbb{R}$-SDC. And by Lemma 1.2.9, $C_{m 5}=0$ or does not exist if $\tilde{C}_{m}$ is in the form of (2.66). Then, by Lemma 2.2.6, sub-blocks $C_{11}, C_{21}, \ldots, C_{m 1}$ are $\mathbb{R}$-SDC.

Conversely, if sub-blocks $C_{11}, C_{21}, \ldots, C_{m 1}$ with $C_{m 1}$ coming from (2.65) are $\mathbb{R}$ SDC and $C_{m 2}=0$, then $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $\mathbb{R}$-SDC (since Lemma 1.1.6). Or, if subblocks $C_{11}, C_{21}, \ldots, C_{m 1}$ with $C_{m 1}$ coming from (2.66) are $\mathbb{R}$-SDC and either $C_{m 5}=0$ or $C_{m 5}$ does not exist, then $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{m}$ are $\mathbb{R}$-SDC (by Lemma 2.2.6).

### 2.2.4 Algorithm for the singular collection

The following algorithm helps to solve the SDC problem of a singular collection.

Algorithm 8 Solving the SDC problem for a singular collection.
INPUT: A singular collection of real symmetric matrices $C_{1}, C_{2}, \ldots, C_{m}$
OUTPUT: NOT $\mathbb{R}$-SDC or a nonsingular real matrix $Q$ that simultaneously diagonalizes $C_{1}, C_{2}, \ldots, C_{m}$

Step 1. Find a matrix $Q$ such that $Q^{T} C_{1} Q=\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}, 0_{r}\right) \quad:=$ $\operatorname{diag}\left(C_{11}, 0_{r}\right), \alpha_{i} \neq 0$.

Step 2. For $i=2$ to $m$ do
Using Lemma 1.2 .8 to find $Q_{i}$ such that

$$
Q_{i}^{T} Q^{T} C_{i} Q Q_{i}=\left(\begin{array}{cc}
\left(C_{i 1}\right)_{p} & \left(C_{i 2}\right)_{p \times(n-p)} \\
C_{i 2}^{T} & 0_{n-p}
\end{array}\right) .
$$

or

$$
Q_{i}^{T} Q^{T} C_{i} Q Q_{i}=\left(\begin{array}{ccc}
C_{i 1} & 0_{p \times s} & C_{i 5} \\
0_{s \times p} & C_{i 6} & 0_{s \times(r-s)} \\
\left(C_{i 5}\right)^{T} & 0_{(r-s) \times s} & 0_{r-s}
\end{array}\right)
$$

If $C_{i 2} \neq 0$, or $C_{i 5} \neq 0$ then NOT $\mathbb{R}$-SDC and STOP.
Else, apply Algorithm 7 for $C_{11}, \ldots, C_{i 1}$.
If $C_{11}, \ldots, C_{i 1}$ are not $\mathbb{R}$-SDC then $C_{1}, C_{2}, \ldots, C_{m}$ are NOT $\mathbb{R}$-SDC and STOP,

Else let $P_{i}$ be the matrix returned when applying Algorithm 7 for

$$
C_{11}, \ldots, C_{i 1}, \text { set } M_{i}:=\operatorname{diag}\left(P_{i}, I_{r}\right), Q:=Q Q_{i} M_{i} .
$$

If $i=m$ then Stop. Else compute

$$
\begin{aligned}
& \quad Q^{T} C_{i} Q:=\operatorname{diag}\left(\beta_{1}, \beta_{2}, \ldots, \beta_{p}, \beta_{p+1}, \ldots, \beta_{p+s}, 0_{r-s}\right) \\
& \mu=\max _{1 \leq j \leq p}\left\{\left|\frac{\beta_{j}}{\alpha_{j}}\right|+1\right\} . \\
& \text { Set } \alpha_{1}:=\mu \alpha_{1}+\beta_{1}, \ldots, \alpha_{p}:=\mu \alpha_{p}+\beta_{p}, \alpha_{p+1}:=\beta_{p+1}, \ldots, \alpha_{p+s}:=\beta_{p+s} \\
& p:=p+s ; r:=n-p,
\end{aligned}
$$

## EndIf

EndIf

## EndFor

Return $Q$.

To end the section we consider the following simple example to see how the algorithm works. We suppose the first two matrices were diagonalized by Lemma 1.2.9 [37, Theorem 6].

Example 2.2.3. We consider the following singular collection of three matrices

$$
C_{1}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), C_{2}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{4} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), C_{3}=\left(\begin{array}{cccc}
5 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right) .
$$

Step 1. Since $C_{1}$ are already diagonal: $C_{1}=\operatorname{diag}\left(1,0_{3}\right)=\operatorname{diag}\left(C_{11}, 0_{3}\right)$, so $Q:=I$.

Step 2. For $i=2$ to 3 do

- $i=2$ : find $Q_{2}=I$ such that $Q_{2}^{T} Q^{T} C_{2} Q Q_{2}=\operatorname{diag}\left(0,1, \frac{1}{4}, 0\right)=\left(C_{21}, C_{26}, 0_{1}\right)$, $C_{21}=\operatorname{diag}(0), C_{26}=\operatorname{diag}\left(1, \frac{1}{4}\right)$.

Since $C_{11}, C_{21}$ are already diagonal, let $P_{2}:=I_{1}, M_{2}:=\operatorname{diag}\left(I_{1}, I_{3}\right)$, update $Q:=Q Q_{2} M_{2}=I$.

We find $\mu=1$ then $\alpha_{1}=1, \alpha_{2}=1, \alpha_{3}=\frac{1}{4} ; p=1+2=3, r=n-p=4-3=1$. - $i=3$ : Applying Lemma 1.2 .8 to find $Q_{3}$ as follows: we have $\hat{C}_{3}=Q^{T} C_{3} Q=C_{3}=$ $\left(\begin{array}{cc}M_{31} & M_{32} \\ \left(M_{32}\right)^{T} & M_{33}\end{array}\right)$, here $M_{31}=\left(\begin{array}{lll}5 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}\right), M_{32}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$ and $M_{33}=(1)$. Let $Q_{3}=$ $\left(\begin{array}{cc}I_{3} & 0 \\ -\left(M_{33}\right)^{-1}\left(M_{32}\right)^{T} & 1\end{array}\right)=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -1 & 0 & 0 & 1\end{array}\right)$ we have $\tilde{C}_{3}=Q_{3}^{T} \hat{C}_{3} Q_{3}=Q_{3}^{T} Q^{T} C_{3} Q Q_{3}=$ $\left(\begin{array}{llll}4 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$, then $C_{31}=\left(\begin{array}{lll}4 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}\right), C_{36}=(1), C_{35}$ does not exist. Apply Algorithm 7 for $C_{11}, C_{21}, C_{31}$ we find $P_{3}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & -1 & 4\end{array}\right)$. Set $H_{3}=\operatorname{diag}\left(P_{3}, I_{1}\right)$ and update $Q=Q Q_{3} H_{3}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & -1 & 4 & 0 \\ -1 & 0 & 0 & 1\end{array}\right)$. We can check that $C_{1}, C_{2}, C_{3}$ are $\mathbb{R}-$ SDC by $Q$.

## Conclusion of Chapter 2

In the first part of this chapter we presented two different methods for solving the SDC problem of Hermitian matrices, which are the max-rank method shown in Theorem 2.1.4 and the Algorithm 4, and the SDP method, please see Theorem 2.1.5 and the Algorithm 6. In the second part of the chapter, we proposed a contructive and inductive algorithm for solving the SDC problem of the real symmetric matrices, which are Theorems 2.2.2, 2.2.3 and the Algorithms 7, 8. We also presented numerical experiments to show the efficiency of the algorithms.

## Chapter 3

## Some applications of the SDC results

In this chaper we show how the SDC of matrices can help to solve some problems. In Section 3.1, we show that the SDC of two real symmetric matrices can help to completely evaluate the positive semidefinite interval of matrix pencil. In Section 3.2 we use the SDC of matrices $C_{1}, C_{2}, \ldots, C_{m}$ to relax a QCQP to a convex SOCP, which is then a lower bound of such a QCQP. In some special cases, for example QCQP with one or two constraints, homogeneous QCQP, the relaxation is tight, and the QCQP is then equivalently transformed to a convex SOCP. Especially, also in this section, we present how to use the positive semidefinite interval of matrix pencil to completely solve an important case of the QCQP-the GTRS. Finally, an application of the SDC to maximizing a sum of generalized Rayleigh quotients is mentioned. The results of Section 3.1 and Subsection 3.2.1 are taken from [47]. The results of Subsection 3.2.2 are taken from [46].

### 3.1 Computing the positive semidefinite interval

Let $C_{1}$ and $C_{2}$ be real symmetric matrices. In this section we are concerned with finding the set $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{\mu \in \mathbb{R}: C_{1}+\mu C_{2} \succeq 0\right\}$ of real values $\mu$ such that the matrix pencil $C_{1}+\mu C_{2}$ is positive semidefinite. If $C_{1}, C_{2}$ are not $\mathbb{R}-\mathrm{SDC}, I_{\succeq}\left(C_{1}, C_{2}\right)$ either is empty or has only one value $\mu$. When $C_{1}, C_{2}$ are $\mathbb{R}$-SDC, $I_{\succeq}\left(C_{1}, C_{2}\right)$, if not empty, can be a singleton or an interval. Especially, if $I_{\succ}\left(C_{1}, C_{2}\right)$ is an interval and at least one of the matrices is nonsingular then its interior is the positive definite interval $I_{\succ}\left(C_{1}, C_{2}\right)$. If $C_{1}, C_{2}$ are both singular, then even $I_{\succeq}\left(C_{1}, C_{2}\right)$ is an interval, its
interior may not be $I_{\succ}\left(C_{1}, C_{2}\right)$, but $C_{1}, C_{2}$ are then decomposed to block diagonals of submatrices $A_{1}, B_{1}$ with $B_{1}$ nonsingular such that $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$.

In this section, we show computing $I_{\succeq}\left(C_{1}, C_{2}\right)$ in two separate cases: $C_{1}, C_{2}$ are $\mathbb{R}$-SDC and $C_{1}, C_{2}$ are not $\mathbb{R}$-SDC.

### 3.1.1 Computing $I_{\succeq}\left(C_{1}, C_{2}\right)$ when $C_{1}, C_{2}$ are $\mathbb{R}$-SDC

Now, if $C_{1}, C_{2}$ are $\mathbb{R}$-SDC and $C_{2}$ is nonsingular, by Lemma 1.2 .1 , there is a nonsingular matrix $P$ such that

$$
\begin{equation*}
J:=P^{-1} C_{2}^{-1} C_{1} P=\operatorname{diag}\left(\lambda_{1} I_{m_{1}}, \ldots, \lambda_{k} I_{m_{k}}\right), \tag{3.1}
\end{equation*}
$$

is a diagonal matrix, where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ are the $k$ distinct eigenvalues of $C_{2}^{-1} C_{1}, I_{m_{t}}$ is the identity matrix of size $m_{t} \times m_{t}$ and $m_{1}+m_{2}+\ldots+m_{k}=n$. We can suppose without loss of generality that $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{k}$.

Observe that $P^{T} C_{2} P . J=P^{T} C_{1} P$ and $P^{T} C_{1} P$ is symmetric. Lemma 1.1.2 indicates that $P^{T} C_{2} P$ is a block diagonal matrix with the same partition as $J$. That is

$$
\begin{equation*}
P^{T} C_{2} P=\operatorname{diag}\left(B_{1}, B_{2} \ldots, B_{k}\right) \tag{3.2}
\end{equation*}
$$

where $B_{t}$ is real symmetric matrices of size $m_{t} \times m_{t}$ for every $t=1,2, \ldots, k$. We now have

$$
\begin{equation*}
P^{T} C_{1} P=P^{T} C_{2} P . J=\operatorname{diag}\left(\lambda_{1} B_{1}, \lambda_{2} B_{2} \ldots, \lambda_{k} B_{k}\right) . \tag{3.3}
\end{equation*}
$$

Both (3.2) and (3.3) show that $C_{1}, C_{2}$ are now decomposed into the same block structure and the matrix pencil $C_{1}+\mu C_{2}$ now becomes

$$
\begin{equation*}
P^{T}\left(C_{1}+\mu C_{2}\right) P=\operatorname{diag}\left(\left(\lambda_{1}+\mu\right) B_{1},\left(\lambda_{2}+\mu\right) B_{2} \ldots,\left(\lambda_{k}+\mu\right) B_{k}\right) \tag{3.4}
\end{equation*}
$$

The requirement $C_{1}+\mu C_{2} \succeq 0$ is then equivalent to

$$
\begin{equation*}
\left(\lambda_{i}+\mu\right) B_{i} \succeq 0, i=1,2, \ldots, k . \tag{3.5}
\end{equation*}
$$

Using (3.5) we compute $I_{\succeq}\left(C_{1}, C_{2}\right)$ as follows.
Theorem 3.1.1. Suppose $C_{1}, C_{2} \in \mathcal{S}^{n}$ are $\mathbb{R}-S D C$ and $C_{2}$ is nonsingular.

1. If $C_{2} \succ 0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=\left[-\lambda_{k},+\infty\right)$;
2. If $C_{2} \prec 0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=\left(-\infty,-\lambda_{1}\right]$;
3. If $C_{2}$ is indefinite then
(i) if $B_{1}, B_{2}, \ldots, B_{t} \succ 0$ and $B_{t+1}, B_{t+2}, \ldots, B_{k} \prec 0$ for some $t \in\{1,2, \ldots, k\}$, then $I_{\succeq}\left(C_{1}, C_{2}\right)=\left[-\lambda_{t},-\lambda_{t+1}\right]$.
(ii) if $B_{1}, B_{2}, \ldots, B_{t-1} \succ 0, B_{t}$ is indefinite and $B_{t+1}, B_{t+2}, \ldots, B_{k} \prec 0$, then $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{-\lambda_{t}\right\}$,
(iii) in other cases, that is either $B_{i}, B_{j}$ are indefinite for some $i \neq j$ or $B_{i} \prec$ $0, B_{j} \succ 0$ for some $i<j$ or $B_{i}$ is indefinite and $B_{j} \succ 0$ for some $i<j$, then $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$.

Proof. 1. If $C_{2} \succ 0$ then $B_{i} \succ 0 \forall i=1,2, \ldots, k$. The inequality (3.5) is then equivalent to $\lambda_{i}+\mu \geq 0 \forall i=1,2, \ldots, k$. Since $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{k}$, we need only $\mu \geq-\lambda_{k}$. This shows $I_{\succeq}\left(C_{1}, C_{2}\right)=\left[-\lambda_{k},+\infty\right)$.
2. Similarly, if $C_{2} \prec 0$ then $B_{i} \prec 0 \forall i=1,2, \ldots, k$. The inequality (3.5) is then equivalent to $\lambda_{i}+\mu \leq 0 \forall i=1,2, \ldots, k$. Then $I_{\succeq}\left(C_{1}, C_{2}\right)=\left(-\infty,-\lambda_{1}\right]$.
3. The case $C_{2}$ is indefinite:
(i) if $B_{1}, B_{2}, \ldots, B_{t} \succ 0$ and $B_{t+1}, B_{t+2}, \ldots, B_{k} \prec 0$ for some $t \in\{1,2, \ldots, k\}$, the inequality (3.5) then implies

$$
\left\{\begin{array}{l}
\lambda_{i}+\mu \geq 0, \forall i=1,2, \ldots, t \\
\lambda_{i}+\mu \leq 0, \forall i=t+1, \ldots, k
\end{array}\right.
$$

Since $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{k}$, we have $I_{\succeq}\left(C_{1}, C_{2}\right)=\left[-\lambda_{t},-\lambda_{t+1}\right]$.
(ii) if $B_{1}, B_{2}, \ldots, B_{t-1} \succ 0, B_{t}$ is indefinite and $B_{t+1}, B_{t+2}, \ldots, B_{k} \prec 0$ for some $t \in\{1,2, \ldots, k\}$. The inequality (3.5) then implies

$$
\left\{\begin{array}{l}
\lambda_{i}+\mu \geq 0, \forall i=1,2, \ldots, t-1 \\
\lambda_{t}+\mu=0 \\
\lambda_{i}+\mu \leq 0, \forall i=t+1, \ldots, k
\end{array}\right.
$$

Since $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{k}$, we have $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{-\lambda_{t}\right\}$.
(iii) if $B_{i}, B_{j}$ are indefinite, (3.5) implies $\lambda_{i}+\mu=0$ and $\lambda_{j}+\mu=0$. This cannot happen since $\lambda_{i} \neq \lambda_{j}$. If $B_{i} \prec 0$ and $B_{j} \succ 0$ for some $i<j$, then

$$
\left\{\begin{array}{l}
\lambda_{i}+\mu \leq 0 \\
\lambda_{j}+\mu \geq 0
\end{array}\right.
$$

implying $-\lambda_{j} \leq \mu \leq-\lambda_{i}$. This also cannot happen since $\lambda_{i}>\lambda_{j}$. Finally, if $B_{i}$ is indefinite and $B_{j} \succ 0$ for some $i<j$. Again, by (3.5),

$$
\left\{\begin{array}{l}
\lambda_{i}+\mu=0 \\
\lambda_{j}+\mu \geq 0
\end{array}\right.
$$

implying $\lambda_{i} \leq \lambda_{j}$. This also cannot happen. So $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$ in these all three cases.

The proof of Theorem 3.1.1 indicates that if $C_{1}, C_{2}$ are $\mathbb{R}$-SDC, $C_{2}$ is nonsingular and $I_{\succeq}\left(C_{1}, C_{2}\right)$ is an interval then $I_{\succ}\left(C_{1}, C_{2}\right)$ is nonempty. In that case we have $I_{\succ}\left(C_{1}, C_{2}\right)=\operatorname{int}\left(I_{\succeq}\left(C_{1}, C_{2}\right)\right)$, please see [44]. If $C_{2}$ is singular and $C_{1}$ is nonsingular, we have the following result.

Theorem 3.1.2. Suppose $C_{1}, C_{2} \in \mathcal{S}^{n}$ are $\mathbb{R}-S D C, C_{2}$ is singular and $C_{1}$ is nonsingular. Then
(i) there always exists a nonsingular matrix $U$ such that

$$
\begin{gathered}
U^{T} C_{2} U=\operatorname{diag}\left(B_{1}, 0\right), \\
U^{T} C_{1} U=\operatorname{diag}\left(A_{1}, A_{3}\right),
\end{gathered}
$$

where $B_{1}, A_{1}$ are symmetric of the same size, $B_{1}$ is nonsingular;
(ii) if $A_{3} \succ 0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$. Otherwise, $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$.

Proof. (i) Since $C_{2}$ is symmetric and singular, there is an orthogonal matrix $Q_{1}$ that puts $C_{2}$ into the form

$$
\hat{C}_{2}=Q_{1}^{T} C_{2} Q_{1}=\operatorname{diag}\left(B_{1}, 0\right)
$$

such that $B_{1}$ is a nonsingular symmetric matrix of size $p \times p$, where $p=\operatorname{rank}(B)$. Let $\hat{C}_{1}:=Q_{1}^{T} C_{1} Q_{1}$. Since $C_{1}, C_{2}$ are $\mathbb{R}$-SDC, $\hat{C}_{1}, \hat{C}_{2}$ are $\mathbb{R}$-SDC too (the converse also holds true). We can write $\hat{C}_{1}$ in the following form

$$
\hat{C}_{1}=Q_{1}^{T} C_{1} Q_{1}=\left(\begin{array}{cc}
M_{1} & M_{2}  \tag{3.6}\\
M_{2}^{T} & M_{3}
\end{array}\right)
$$

such that $M_{1}$ is a symmetric matrix of size $p \times p, M_{2}$ is a $p \times(n-p)$ matrix, $M_{3}$ is symmetric of size $(n-p) \times(n-p)$ and, importantly, $M_{3} \neq 0$. Indeed, if $M_{3}=0$ then
$\hat{C}_{1}=Q_{1}^{T} C_{1} Q_{1}=\left(\begin{array}{cc}M_{1} & M_{2} \\ M_{2}^{T} & 0\end{array}\right)$. Then we can choose a nonsingular matrix $H$ written in the same partition as $\hat{C}_{1}: H=\left(\begin{array}{ll}H_{1} & H_{2} \\ H_{3} & H_{4}\end{array}\right)$ such that both $H^{T} \hat{C}_{2} H, H^{T} \hat{C}_{1} H$ are diagonal and $H^{T} \hat{C}_{2} H$ is of the form

$$
H^{T} \hat{C}_{2} H=\left(\begin{array}{cc}
H_{1}^{T} B_{1} H_{1} & H_{1}^{T} B_{1} H_{2} \\
H_{2}^{T} B_{1} H_{1} & H_{2}^{T} B_{1} H_{2}
\end{array}\right)=\left(\begin{array}{cc}
H_{1}^{T} B_{1} H_{1} & 0 \\
0 & 0
\end{array}\right)
$$

where $H_{1}^{T} B_{1} H_{1}$ is nonsingular. This implies $H_{2}=0$. On the other hand,

$$
H^{T} \hat{C}_{1} H=\left(\begin{array}{cc}
H_{1}^{T} M_{1} H_{1}+H_{3}^{T} M_{2}^{T} H_{1}+H_{1}^{T} M_{2} H_{3} & H_{1}^{T} M_{2} H_{4} \\
H_{4}^{T} M_{2}^{T} H_{1} & 0
\end{array}\right)
$$

is diagonal implying that $H_{1}^{T} M_{2} H_{4}=0$, and so

$$
H^{T} \hat{C}_{1} H=\left(\begin{array}{cc}
H_{1}^{T} M_{1} H_{1}+H_{3}^{T} M_{2}^{T} H_{1}+H_{1}^{T} M_{2} H_{3} & 0 \\
0 & 0
\end{array}\right) .
$$

This cannot happen since $\hat{C}_{1}$ is nonsingular.
Let $P$ be an orthogonal matrix such that $P^{T} M_{3} P=\operatorname{diag}\left(A_{3}, 0_{q-r}\right)$, where $A_{3}$ is a nonsingular diagonal matrix of size $r \times r, r \leq q$ and $p+q=n$, and set $U_{1}=\operatorname{diag}\left(I_{p}, P\right)$. We then have

$$
\tilde{C}_{1}:=U_{1}^{T} \hat{C}_{1} U_{1}=\left(\begin{array}{cc}
M_{1} & M_{2} P  \tag{3.7}\\
\left(M_{2} P\right)^{T} & P^{T} M_{3} P
\end{array}\right)=\left(\begin{array}{ccc}
M_{1} & A_{4} & A_{5} \\
A_{4}^{T} & A_{3} & 0 \\
A_{5}^{T} & 0 & 0
\end{array}\right),
$$

where $\left(\begin{array}{ll}A_{4} & A_{5}\end{array}\right)=M_{2} P, A_{4}$ and $A_{5}$ are of size $p \times r$ and $p \times(q-r), r \leq q$, respectively. Let

$$
U_{2}=\left(\begin{array}{ccc}
I_{p} & 0 & 0 \\
-A_{3}^{-1} A_{4}^{T} & I_{r} & 0 \\
0 & 0 & I_{q-r}
\end{array}\right) \text { and } U=Q_{1} U_{1} U_{2}
$$

We can verify that

$$
\left.U^{T} C_{2} U=U_{2}^{T} U_{1}^{T}\left(Q_{1}^{T} C_{2} Q_{1}\right)\right) U_{1} U_{2}=\hat{C}_{2},
$$

and, by (3.7),

$$
U^{T} C_{1} U=U_{2}^{T} \tilde{C}_{1} U_{2}=\left(\begin{array}{ccc}
M_{1}-A_{4} A_{3}^{-1} A_{4}^{T} & 0 & A_{5} \\
0 & A_{3} & 0 \\
A_{5}^{T} & 0 & 0
\end{array}\right)
$$

We denote $A_{1}:=M_{1}-A_{4} A_{3}^{-1} A_{4}^{T}$ and rewrite the matrices as follows

$$
U^{T} C_{2} U=\operatorname{diag}\left(B_{1}, 0\right), U^{T} C_{1} U=\left(\begin{array}{ccc}
A_{1} & 0 & A_{5} \\
0 & A_{3} & 0 \\
A_{5}^{T} & 0 & 0
\end{array}\right)
$$

We now consider whether it can happen that $r<q$. We note that $U^{T} C_{1} U, U^{T} C_{2} U$ are $\mathbb{R}$-SDC. We can choose a nonsingular congruence matrix $K$ written in the form

$$
K=\left(\begin{array}{lll}
K_{1} & K_{2} & K_{3} \\
K_{4} & K_{5} & K_{6} \\
K_{7} & K_{8} & K_{9}
\end{array}\right)
$$

such that not only the matrices $K^{T} U^{T} C_{1} U K, K^{T} U^{T} C_{2} U K$ are diagonal but also the matrix $K^{T} U^{T} C_{2} U K$ is remained a $p \times p$ nonsingular submatrix at the northwest corner. That is

$$
K^{T} U^{T} C_{2} U K=\left(\begin{array}{ccc}
K_{1}^{T} B_{1} K_{1} & K_{1}^{T} B_{1} K_{2} & K_{1}^{T} B_{1} K_{3} \\
K_{2}^{T} B_{1} K_{1} & K_{2}^{T} B_{1} K_{2} & K_{2}^{T} B_{1} K_{3} \\
K_{3}^{T} B_{1} K_{1} & K_{3}^{T} B_{1} K_{2} & K_{3}^{T} B_{1} K_{3}
\end{array}\right)=\left(\begin{array}{ccc}
K_{1}^{T} B_{1} K_{1} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

is diagonal and $K_{1}^{T} B_{1} K_{1}$ is nonsingular diagonal of size $p \times p$. This implies that $K_{2}=$ $K_{3}=0$. Then

$$
\begin{aligned}
& K^{T} U^{T} C_{1} U K= \\
& =\left(\begin{array}{cccc}
K_{1}^{T} A_{1} K_{1}+K_{1}^{T} A_{2} K_{7} & K_{1}^{T} A_{2} K_{8}+K_{4}^{T} A_{3} K_{5} & K_{1}^{T} A_{2} K_{9}+K_{4}^{T} A_{3} K_{6} \\
+K_{T}^{T} A_{3} K_{4}+K_{5}^{T} A_{T}^{T} K_{1} & K_{5}^{T} \\
K_{8}^{T} A_{2}^{T} K_{1}+K_{5}^{T} A_{3}^{T} K_{4} & K_{5}^{T} A_{3} K_{5} & K_{5}^{T} A_{3} K_{6} \\
K_{9}^{T} A_{2}^{T} K_{1}+K_{6}^{T} A_{3}^{T} K_{4} & K_{6}^{T} A_{3} K_{5} & K_{6}^{T} A_{3} K_{6}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
K_{1}^{T} A_{1} K_{1}+K_{1}^{T} A_{2} K_{7}+K_{4}^{T} A_{3} K_{4}+K_{7}^{T} A_{2}^{T} K_{1} & 0 & 0 \\
0 & K_{5}^{T} A_{3} K_{5} & 0 \\
0 & 0 & K_{6}^{T} A_{3} K_{6}
\end{array}\right)
\end{aligned}
$$

is diagonal implying that

$$
K_{1}^{T} A_{1} K_{1}+K_{1}^{T} A_{2} K_{7}+K_{4}^{T} A_{3} K_{4}+K_{7}^{T} A_{2}^{T} K_{1}, K_{5}^{T} A_{3} K_{5}, K_{6}^{T} A_{3} K_{6}
$$

are diagonal. Note that $U^{T} C_{1} U$ is nonsingular, $K_{5}^{T} A_{3} K_{5}, K_{6}^{T} A_{3} K_{6}$ must be nonsingular. But then $K_{5}^{T} A_{3} K_{6}=0$ with $A_{3}$ nonsingular is a contradiction. It therefore holds that $q=r$. Then

$$
U^{T} C_{2} U=\operatorname{diag}\left(B_{1}, 0\right), U^{T} C_{1} U=\operatorname{diag}\left(A_{1}, A_{3}\right)
$$

with $B_{1}, A_{1}, A_{3}$ as desired.
(ii) We note first that $C_{1}$ is nonsingular so is $A_{3}$. If $A_{3} \succ 0$, then $C_{1}+\mu C_{2} \succeq 0$ if and only if $A_{1}+\mu B_{1} \succeq 0$. So it holds in that case $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$. Otherwise, $A_{3}$ is either indefinite or negative definite then $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$.

The proofs of Theorems 3.1.1 and 3.1.2 reveal the following important result.
Corollary 3.1.1. Suppose $C_{1}, C_{2} \in \mathcal{S}^{n}$ are $\mathbb{R}-S D C$ and either $C_{1}$ or $C_{2}$ is nonsingular. Then $I_{\succ}\left(C_{1}, C_{2}\right)$ is nonempty if and only if $I_{\succeq}\left(C_{1}, C_{2}\right)$ has more than one point.

If $C_{1}, C_{2}$ are both singular, by Lemma 1.2.8, they can be decomposed in one of the following forms.

For any $C_{1}, C_{2} \in \mathcal{S}^{n}$, there always exists a nonsingular matrix $U$ that puts $C_{2}$ to

$$
\tilde{C}_{2}=U^{T} C_{2} U=\left(\begin{array}{cc}
B_{1} & 0_{p \times r} \\
0_{r \times p} & 0_{r \times r}
\end{array}\right)
$$

such that $B_{1}$ is nonsingular diagonal of size $p \times p$, and puts $A$ to $\tilde{A}$ of either form

$$
\tilde{C}_{1}=U^{T} C_{1} U=\left(\begin{array}{cc}
A_{1} & A_{2}  \tag{3.8}\\
A_{2}^{T} & 0_{r \times r}
\end{array}\right)
$$

where $A_{1}$ is symmetric of dimension $p \times p$ and $A_{2}$ is a $p \times r$ matrix, or

$$
\tilde{C}_{1}=U^{T} C_{1} U=\left(\begin{array}{ccc}
A_{1} & 0_{p \times s} & A_{2}  \tag{3.9}\\
0_{s \times p} & A_{3} & 0_{s \times(r-s)} \\
A_{2}^{T} & 0_{(r-s) \times s} & 0_{(r-s) \times(r-s)}
\end{array}\right),
$$

where $A_{1}$ is symmetric of dimension $p \times p, A_{2}$ is a $p \times(r-s)$ matrix, and $A_{3}$ is a nonsingular diagonal matrix of dimension $s \times s ; p, r, s \geq 0, p+r=n$.

It is easy to verify that $C_{1}, C_{2}$ are $\mathbb{R}$-SDC if and only if $\tilde{C}_{1}, \tilde{C}_{2}$ are $\mathbb{R}$-SDC. And we have:
i) If $\tilde{C}_{1}$ takes the form (3.8) then $\tilde{C}_{2}, \tilde{C}_{1}$ are $\mathbb{R}$-SDC if and only if $B_{1}, A_{1}$ are $\mathbb{R}$-SDC and $A_{2}=0$;
ii) If $\tilde{C}_{1}$ takes the form (3.9) then $\tilde{C}_{2}, \tilde{C}_{1}$ are $\mathbb{R}$-SDC if and only if $B_{1}, A_{1}$ are $\mathbb{R}$-SDC and $A_{2}=0$ or does not exist, i.e., $s=r$.

Now suppose that $\left\{C_{1}, C_{2}\right\}$ are $\mathbb{R}$-SDC, without loss of generality we always assume that $\tilde{C}_{2}, \tilde{C}_{1}$ are already $\mathbb{R}$-SDC. That is

$$
\begin{equation*}
\tilde{C}_{2}=U^{T} C_{2} U=\operatorname{diag}\left(B_{1}, 0\right), \tilde{C}_{1}=U^{T} C_{1} U=\operatorname{diag}\left(A_{1}, 0\right) \tag{3.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{C}_{2}=U^{T} C_{2} U=\operatorname{diag}\left(B_{1}, 0\right), \tilde{C}_{1}=U^{T} C_{1} U=\operatorname{diag}\left(A_{1}, A_{4}\right), \tag{3.11}
\end{equation*}
$$

where $A_{1}, B_{1}$ are of the same size and diagonal, $B_{1}$ is nonsingular and if $\tilde{C}_{1}$ takes the form (3.8) or (3.9) and $A_{2}=0$ then $A_{4}=\operatorname{diag}\left(A_{3}, 0\right)$ or if $\tilde{C}_{1}$ takes the form (3.9) and $A_{2}$ does not exist then $A_{4}=A_{3}$. Now we can compute $I_{\succeq}\left(C_{1}, C_{2}\right)$ as follows.

Theorem 3.1.3. (i) If $\tilde{C}_{2}, \tilde{C}_{1}$ take the form (3.10), then $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$;
(ii) If $\tilde{C}_{2}, \tilde{C}_{1}$ take the form (3.11), then $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$ if $A_{4} \succeq 0$ and $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$ otherwise.

We note that $B_{1}$ is nonsingular, $I_{\succeq}\left(A_{1}, B_{1}\right)$ is therefore computed by Theorem 3.1.1. Especially, if $I_{\succeq}\left(A_{1}, B_{1}\right)$ has more than one point, then $I_{\succ}\left(A_{1}, B_{1}\right) \neq \emptyset$, see Corollary 3.1.1.

### 3.1.2 Computing $I_{\succeq}\left(C_{1}, C_{2}\right)$ when $C_{1}, C_{2}$ are not $\mathbb{R}$-SDC

In this section we consider $I_{\succ}\left(C_{1}, C_{2}\right)$ when $C_{1}, C_{2}$ are not $\mathbb{R}$-SDC. We need first to show that if $C_{1}, C_{2}$ are not $\mathbb{R}$ - SDC , then $I_{\succeq}\left(C_{1}, C_{2}\right)$ either is empty or has only one point.

Lemma 3.1.1. If $C_{1}, C_{2} \in \mathcal{S}^{n}$ are positive semidefinite then $C_{1}$ and $C_{2}$ are $\mathbb{R}-S D C$.

Proof. Since $C_{1}, C_{2}$ are positive semidefinite, $C_{1}+C_{2} \succeq 0 ; C_{1}+2 C_{2} \succeq 0$ and $C_{1}+3 C_{2} \succeq$ 0.

We show that $\operatorname{Ker}\left(C_{1}+2 C_{2}\right) \subseteq \operatorname{Ker} C_{1} \bigcap \operatorname{Ker} C_{2}$. Let $x \in \operatorname{Ker}\left(C_{1}+2 C_{2}\right)$, we have $\left(C_{1}+2 C_{2}\right) x=0$. Implying $x^{T}\left(C_{1}+2 C_{2}\right) x=0$. Then, $x \in \mathbb{R}^{n}$

$$
\begin{aligned}
& 0 \leq x^{T}\left(C_{1}+C_{2}\right) x=x^{T}\left(C_{1}+2 C_{2}\right) x-x^{T} C_{2} x=-x^{T} C_{2} x \\
& \text { and } x^{T} C_{2} x \geq 0
\end{aligned}
$$

which implies that $x^{T} C_{2} x=0$.
Since $x^{T}\left(C_{1}+2 C_{2}\right) x=0, x^{T} C_{2} x=0$, we have $x^{T} C_{1} x=0$ and $x^{T}\left(C_{1}+3 C_{2}\right) x=0$.
By $C_{1}+2 C_{2} \succeq 0 ; C_{1}+3 C_{2} \succeq 0$, and $x^{T}\left(C_{1}+2 C_{2}\right) x=0, x^{T}\left(C_{1}+3 C_{2}\right) x=0$, we have $\left(C_{1}+2 C_{2}\right) x=0,\left(C_{1}+3 C_{2}\right) x=0$. Implying $C_{2} x=0, C_{1} x=0$. Then $x \in$ $\operatorname{Ker} C_{1} \bigcap \operatorname{Ker} C_{2}$.

By Lemma 1.2.5, $C_{1}$ and $C_{2}$ are $\mathbb{R}$-SDC.

Lemma 3.1.2. If $C_{1}, C_{2} \in \mathcal{S}^{n}$ are not $\mathbb{R}-S D C$ then $I_{\succeq}\left(C_{1}, C_{2}\right)$ either is empty or has only one element.

Proof. Suppose on the contrary that $I_{\succeq}\left(C_{1}, C_{2}\right)$ has more than one elements, then we can choose $\mu_{1}, \mu_{2} \in I_{\succeq}\left(C_{1}, C_{2}\right), \mu_{1} \neq \mu_{2}$ such that $C:=C_{1}+\mu_{1} C_{2} \succeq 0$ and $D:=C_{1}+\mu_{2} C_{2} \succeq 0$. By Lemma 3.1.1, $C, D$ are $\mathbb{R}$-SDC, i.e., there is a nonsingular matrix $P$ such that $P^{T} C P, P^{T} D P$ are diagonal. Then $P^{T} C_{2} P$ is diagonal because $P^{T} C P-P^{T} D P=\left(\mu_{1}-\mu_{2}\right) P^{T} C_{2} P$ and $\mu_{1} \neq \mu_{2}$. Since $P^{T} C_{1} P=P^{T} C P-\mu_{1} P^{T} C_{2} P$, $P^{T} C_{1} P$ is also diagonal. That is $C_{1}, C_{2}$ are $\mathbb{R}$-SDC and we get a contradiction.

To know when $I_{\succeq}\left(C_{1}, C_{2}\right)$ is empty or has one element, we need the following result.

Lemma 3.1.3 (Theorem 1, [64]). Let $C_{1}, C_{2} \in \mathcal{S}^{n}, C_{2}$ be nonsingular. Let $C_{2}^{-1} C_{1}$ have the real Jordan normal form $\operatorname{diag}\left(J_{1}, \ldots J_{r}, J_{r+1}, \ldots, J_{m}\right)$, where $J_{1}, \ldots, J_{r}$ are Jordan blocks corresponding to real eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}$ of $C_{2}^{-1} C_{1}$ and $J_{r+1}, \ldots, J_{m}$ are Jordan blocks for pairs of complex conjugate roots $\lambda_{i}=a_{i} \pm \mathbf{i} b_{i}, a_{i}, b_{i} \in \mathbb{R}, i=$ $r+1, r+2, \ldots, m$ of $C_{2}^{-1} C_{1}$. Then there exists a nonsingular matrix $U$ such that

$$
\begin{gather*}
U^{T} C_{2} U=\operatorname{diag}\left(\epsilon_{1} E_{1}, \epsilon_{2} E_{2}, \ldots, \epsilon_{r} E_{r}, E_{r+1}, \ldots, E_{m}\right)  \tag{3.12}\\
U^{T} C_{1} U=\operatorname{diag}\left(\epsilon_{1} E_{1} J_{1}, \epsilon_{2} E_{2} J_{2}, \ldots, \epsilon_{r} E_{r} J_{r}, E_{r+1} J_{r+1}, \ldots, E_{m} J_{m}\right) \tag{3.13}
\end{gather*}
$$

where $\epsilon_{i}= \pm 1, E_{i}=\left(\begin{array}{ccccc}0 & 0 & \ldots & 0 & 1 \\ 0 & 0 & \ldots & 1 & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ 1 & 0 & \ldots & 0 & 0\end{array}\right) ; \operatorname{dim} E_{i}=\operatorname{dim} J_{i}=n_{i} ; n_{1}+n_{2}+\ldots+$ $n_{m}=n$.

Theorem 3.1.4. Let $C_{1}, C_{2} \in \mathcal{S}^{n}$ be as in Lemma 3.1.3 and $C_{1}, C_{2}$ are not $\mathbb{R}$-SDC. The followings hold.
(i) if $C_{1} \succeq 0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=\{0\}$;
(ii) if $C_{1} \nsucceq 0$ and there is a real eigenvalue $\lambda_{l}$ of $C_{2}^{-1} C_{1}$ such that $C_{1}+\left(-\lambda_{l}\right) C_{2} \succeq 0$ then

$$
I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{-\lambda_{l}\right\} ;
$$

(iii) if (i) and (ii) do not occur then $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$.

Proof. It is sufficient to prove only (iii). Lemma 3.1.3 allows us to decompose $C_{1}$ and $C_{2}$ as the forms (3.13) and (3.12), respectively. Since $C_{1}, C_{2}$ are not $\mathbb{R}$-SDC, at least one of the following cases must occur.

Case 1 There is a Jordan block $J_{i}$ such that $n_{i} \geq 2$ and $\lambda_{i} \in \mathbb{R}$. We then consider the following principal minor of $C_{1}+\mu C_{2}$ :

$$
Y=\epsilon_{i}\left(E_{i} J_{i}+\mu E_{i}\right)=\epsilon_{i}\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & \lambda_{i}+\mu \\
0 & 0 & \ldots & \lambda_{i}+\mu & 1 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\lambda_{i}+\mu & 1 & \ldots & 0 & 0
\end{array}\right)_{n_{i} \times n_{i}} .
$$

If $n_{i}=2$ then $Y=\epsilon_{i}\left(\begin{array}{cc}0 & \lambda_{i}+\mu \\ \lambda_{i}+\mu & 1\end{array}\right)$. Since $\mu \neq-\lambda_{i}, Y \nsucceq 0$ so $A+\mu B \nsucceq 0$. If $n_{i}>2$ then $Y$ always contains the following not positive semidefinite principal minor of size $\left(n_{i}-1\right) \times\left(n_{i}-1\right)$ :

$$
\epsilon_{i}\left(\begin{array}{ccccc}
0 & 0 & \ldots & \lambda_{i}+\mu & 1 \\
0 & 0 & \ldots & 1 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\lambda_{i}+\mu & 1 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0
\end{array}\right)_{\left(n_{i}-1\right) \times\left(n_{i}-1\right)}
$$

So $A+\mu B \nsucceq 0$.
Case 2 There is a Jordan block $J_{i}$ such that $n_{i} \geq 4$ and $\lambda_{i}=a_{i} \pm \mathbf{i} b_{i} \notin \mathbb{R}$. We then consider

$$
Y=\epsilon_{i}\left(E_{i} J_{i}+\mu E_{i}\right)=\epsilon_{i}\left(\begin{array}{ccccc}
0 & 0 & \ldots & b_{i} & a_{i}+\mu \\
0 & 0 & \ldots & a_{i}+\mu & -b_{i} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
b_{i} & a_{i}+\mu & \ldots & 0 & 0 \\
a_{i}+\mu & -b_{i} & \ldots & 0 & 0
\end{array}\right)_{n_{i} \times n_{i}} .
$$

This matrix always contains either a principal minor of size $2 \times 2: \epsilon_{i}\left(\begin{array}{cc}b_{i} & a_{i}+\mu \\ a_{i}+\mu & -b_{i}\end{array}\right)$ or a principal minor of size $4 \times 4$ :

$$
\epsilon_{i}\left(\begin{array}{cccc}
0 & 0 & b_{i} & a_{i}+\mu \\
0 & 0 & a_{i}+\mu & -b_{i} \\
b_{i} & a_{i}+\mu & 0 & 0 \\
a_{i}+\mu & -b_{i} & 0 & 0
\end{array}\right) .
$$

Both are not positive semidefinite for any $\mu \in \mathbb{R}$.

Similarly, we have the following result.
Theorem 3.1.5. Let $C_{1}, C_{2} \in \mathcal{S}^{n}$ be not $\mathbb{R}$-SDC. Suppose $C_{1}$ is nonsingular and $C_{1}^{-1} C_{2}$ has real Jordan normal form $\operatorname{diag}\left(J_{1}, \ldots J_{r}, J_{r+1}, \ldots, J_{m}\right)$, where $J_{1}, \ldots, J_{r}$ are Jordan blocks corresponding to real eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}$ of $C_{1}^{-1} C_{2}$ and $J_{r+1}, \ldots, J_{m}$ are Jordan blocks for pairs of complex conjugate roots $\lambda_{i}=a_{i} \pm \mathbf{i} b_{i}, a_{i}, b_{i} \in \mathbb{R}, i=$ $r+1, r+2, \ldots, m$ of $C_{1}^{-1} C_{2}$.
(i) If $C_{1} \succeq 0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=\{0\}$;
(ii) If $C_{1} \nsucceq 0$ and there is a real eigenvalue $\lambda_{l} \neq 0$ of $C_{1}^{-1} C_{2}$ such that $C_{1}+$ $\left(-\frac{1}{\lambda_{l}}\right) C_{2} \succeq 0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{-\frac{1}{\lambda_{l}}\right\} ;$
(iii) If cases (i) and (ii) do not occur then $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$.

Finally, if $C_{1}$ and $C_{2}$ are not $\mathbb{R}$-SDC and both singular. Lemma 1.2.8 indicates that $C_{1}$ and $C_{2}$ can be simultaneously decomposed as $\tilde{C}_{1}$ and $\tilde{C}_{2}$ in either (3.8) or (3.9). If $\tilde{C}_{1}$ and $\tilde{C}_{2}$ take the forms (3.8) and $A_{2}=0$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$, where $A_{1}, B_{1}$ are not $\mathbb{R}$-SDC and $B_{1}$ is nonsingular. In this case we apply Theorem 3.1.4 to compute $I_{\succeq}\left(A_{1}, B_{1}\right)$. If $\tilde{C}_{1}$ and $\tilde{C}_{2}$ take the forms (3.9) and $A_{2}=0$. In this case, if $A_{3}$ is not positive definite then $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$. Otherwise, $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)$, where $A_{1}, B_{1}$ are not $\mathbb{R}$-SDC and $B_{1}$ is nonsingular, again we can apply Theorem 3.1.4. Therefore we need only to consider the case $A_{2} \neq 0$ with noting that $I_{\succeq}\left(C_{1}, C_{2}\right) \subset$ $I_{\succeq}\left(A_{1}, B_{1}\right)$.

Theorem 3.1.6. Given $C_{1}, C_{2} \in \mathcal{S}^{n}$ are not $\mathbb{R}-S D C$ and singular such that $\tilde{C}_{1}$ and $\tilde{C}_{2}$ take the forms in either (3.8) or (3.9) with $A_{2} \neq 0$. Suppose that $I_{\succeq}\left(A_{1}, B_{1}\right)=$ $[a, b], a<b$. Then, if $a \notin I_{\succeq}\left(C_{1}, C_{2}\right)$ and $b \notin I_{\succeq}\left(C_{1}, C_{2}\right)$ then $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$.

Proof. We consider $\tilde{C}_{1}$ and $\tilde{C}_{2}$ in (3.9), the form in (3.8) is considered similarly. Suppose in contrary that $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{\mu_{0}\right\}$ and $a<\mu_{0}<b$. Since $I_{\succeq}\left(A_{1}, B_{1}\right)$ has more than one point, by Lemma 3.1.2, $A_{1}$ and $B_{1}$ are $\mathbb{R}$-SDC. Let $Q_{1}$ be a $p \times p$ nonsingular matrix such that $Q_{1}^{T} A_{1} Q_{1}, Q_{1}^{T} B_{1} Q_{1}$ are diagonal, then $Q_{1}^{T}\left(A_{1}+\mu_{0} B_{1}\right) Q_{1}:=\operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{p}\right)$ is a diagonal matrix. Moreover, $B_{1}$ is nonsingular, we have $I_{\succ}\left(A_{1}, B_{1}\right)=(a, b)$, please see Corollary 3.1.1. Then $\gamma_{i}>0$ for $i=1,2, \ldots, p$ because $\mu_{0} \in I_{\succ}\left(A_{1}, B_{1}\right)$. Let $Q:=\operatorname{diag}\left(Q_{1}, I_{s}, I_{r-s}\right)$ we then have

$$
Q^{T}\left(\tilde{C}_{1}+\mu_{0} \tilde{C}_{2}\right) Q=\left(\begin{array}{ccc}
Q_{1}^{T}\left(A_{1}+\mu_{0} B_{1}\right) Q_{1} & 0_{p \times s} & Q_{1}^{T} A_{2} \\
0_{s \times p} & A_{3} & 0_{s \times(r-s)} \\
A_{2}^{T} Q_{1} & 0_{(r-s) \times s} & 0_{(r-s) \times(r-s)}
\end{array}\right) .
$$

We note that $I_{\succeq}\left(C_{1}, C_{2}\right)=\left\{\mu_{0}\right\}$ is singleton implying $\operatorname{det}\left(C_{1}+\mu_{0} C_{2}\right)=0$ and so $\operatorname{det}\left(Q^{T}\left(\tilde{C}_{1}+\mu_{0} \tilde{C}_{2}\right) Q\right)=0$. On the other hand, since $A_{3}$ is nonsingular diagonal and $A_{1}+\mu_{0} B_{1} \succ 0$, the first $p+s$ columns of the matrix $Q^{T}\left(\tilde{C}_{1}+\mu_{0} \tilde{C}_{2}\right) Q$ are linearly independent. One of the following cases must occur: i) the columns of the right side submatrix $\left(\begin{array}{c}Q_{1}^{T} A_{2} \\ 0_{s \times(r-s)} \\ 0_{(r-s) \times(r-s)}\end{array}\right)$ are linearly independent and at least one column, suppose $\left(c_{1}, c_{2}, \ldots, c_{p}, 0,0, \ldots, 0\right)^{T}$, is a linear combination of the columns of the matrix

$$
\left(\begin{array}{c}
Q_{1}^{T}\left(A_{1}+\mu_{0} \cdot B_{1}\right) Q_{1} \\
0_{s \times p} \\
A_{2}^{T} Q_{1}
\end{array}\right):=\left(\text { column }_{1} \mid \text { column }_{2}|\ldots| \text { column }_{\mathrm{p}}\right)
$$

where column $n_{i}$ is the $i$ th column of the matrix or ii) the columns of the right side submatrix $\left(\begin{array}{c}Q_{1}^{T} A_{2} \\ 0_{s \times(r-s)} \\ 0_{(r-s) \times(r-s)}\end{array}\right)$ are linearly dependent. If the case i) occurs then there are scalars $a_{1}, a_{2}, \ldots, a_{p}$ which are not all zero such that

$$
\left(\begin{array}{c}
c_{1}  \tag{3.14}\\
c_{2} \\
\vdots \\
c_{p} \\
0 \\
\vdots \\
0
\end{array}\right)=a_{1} \text { column }_{1}+a_{2} \text { column }_{2}+\ldots+a_{p} \text { column }_{\mathrm{p}}
$$

Equation (3.14) implies that $\left\{\begin{array}{l}c_{1}=a_{1} \gamma_{1} \\ c_{2}=a_{2} \gamma_{2} \\ \ldots \\ c_{p}=a_{p} \gamma_{p} \\ 0=a_{1} c_{1}+a_{2} c_{2}+\ldots+a_{p} c_{p}\end{array} \quad\right.$ which further im-
plies

$$
0=\left(a_{1}\right)^{2} \gamma_{1}+\left(a_{1}\right)^{2} \gamma_{2}+\ldots+\left(a_{p}\right)^{2} \gamma_{p}
$$

This cannot happen with $\gamma_{i}>0$ and $\left(a_{1}\right)^{2}+\left(a_{2}\right)^{2}+\ldots+\left(a_{p}\right)^{2} \neq 0$. This contradiction shows that $I_{\succeq}\left(C_{1}, C_{2}\right)=\emptyset$. If the case ii) happens then there always exists a nonsingular
matrix $H$ such that

$$
H^{T} Q^{T}\left(\tilde{C}_{1}+\mu_{0} \tilde{C}_{2}\right) Q H=\left(\begin{array}{cccc}
Q_{1}^{T}\left(A_{1}+\mu_{0} B_{1}\right) Q_{1} & 0_{p \times s} & \hat{A}_{2} & 0 \\
0_{s \times p} & A_{3} & 0 & 0 \\
\hat{A}_{2}^{T} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),
$$

where $\hat{A}_{2}$ is a full column-rank matrix. Let

$$
\hat{C}_{1}=\left(\begin{array}{ccc}
Q_{1}^{T} A_{1} Q_{1} & 0_{p \times s} & \hat{A}_{2} \\
0_{s \times p} & A_{3} & 0 \\
\hat{A}_{2}^{T} & 0 & 0
\end{array}\right), \hat{C}_{2}=\left(\begin{array}{ccc}
Q_{1}^{T} B_{1} Q_{1} & 0_{p \times s} & 0 \\
0_{s \times p} & 0 & 0 \\
0 & 0 & 0
\end{array}\right),
$$

we have $I_{\succeq}\left(C_{1}, C_{2}\right)=I_{\succeq}\left(\tilde{C}_{1}, \tilde{C}_{2}\right)=I_{\succeq}\left(\hat{C}_{1}, \hat{C}_{2}\right)$ and so $I_{\succeq}\left(\hat{C}_{1}, \hat{C}_{2}\right)=\left\{\mu_{0}\right\}$. This implies $\operatorname{det}\left(\hat{C}_{1}+\mu_{0} \hat{C}_{2}\right)=0$, and the right side submatrix $\left(\begin{array}{c}\hat{A}_{2} \\ 0 \\ 0\end{array}\right)$ is full column-rank. We return to the case i).

### 3.2 Solving the quadratically constrained quadratic programming

We consider the following QCQP problem with $m$ constraints:

$$
\begin{array}{lll} 
& \text { min } & f_{0}(x)=x^{T} C_{0} x+a_{0}^{T} x \\
& \text { s.t. } & f_{i}(x)=x^{T} C_{i} x+a_{i}^{T} x+b_{i} \leq 0, i=1,2, \ldots, m,
\end{array}
$$

where $C_{i} \in \mathcal{S}^{n}, x, a_{i} \in \mathbb{R}^{n}$ and $b_{i} \in \mathbb{R}$. When $C_{i}$ are all positive semidefinite, $\left(\mathrm{P}_{\mathrm{m}}\right)$ is a convex problem, for which efficient algorithms are available such as the interior method [9, Chapter 11]. However, if convexity is not assumed, $\left(\mathrm{P}_{\mathrm{m}}\right)$ is in general very difficult, even its special form when all constraints are affine, i.e., $C_{i}=0$ for $i=1,2, \ldots, m$, and $C_{0}$ is indefinite, is already NP-hard $[66,51]$.

If $C_{0}, C_{1}, \ldots, C_{m}$ are $\mathbb{R}$-SDC, a congruence matrix $R$ is obtained so that

$$
R^{T} C_{i} R=\operatorname{diag}\left(\alpha_{1}^{i}, \ldots, \alpha_{n}^{i}\right)
$$

By change of variables $x=R y$, the quadratic forms $x^{T} C_{i} x$ become the sums of squares in $y$. That is,

$$
x^{T} C_{i} x=y^{T} R^{T} C_{i} R y=\sum_{j=1}^{n} \alpha_{j}^{i} y_{j}^{2}
$$

Set $\alpha_{i}=\left(\alpha_{1}^{i}, \ldots, \alpha_{n}^{i}\right)^{T}, \xi_{i}=R^{T} a_{i}$ and $z_{j}=y_{j}^{2}, j=1,2, \ldots, n,\left(\mathrm{P}_{\mathrm{m}}\right)$ is then rewritten as follows.

$$
\begin{array}{lll}
\min & f_{0}(y, z)=\alpha_{0}^{T} z+\xi_{0}^{T} y \\
\left(\mathrm{P}_{\mathrm{m}}\right) \quad & \text { s.t. } & f_{i}(y, z)=\alpha_{i}^{T} z+\xi_{i}^{T} y+b_{i} \leq 0, i=1,2, \ldots, m,  \tag{3.15}\\
& y_{j}^{2}=z_{j}, j=1,2, \ldots, n .
\end{array}
$$

The constraints $y_{j}^{2}=z_{j}$ are not convex. By relaxing $y_{j}^{2} \leq z_{j}$ for $j=1,2, \ldots, n$, we get the following relaxation of $\left(\mathrm{P}_{\mathrm{m}}\right)$ :

$$
\begin{array}{lll} 
& \min & f_{0}(y, z)=\alpha_{0}^{T} z+\xi_{0}^{T} y \\
\left(\mathrm{SP}_{\mathrm{m}}\right) & \text { s.t. } & f_{i}(y, z)=\alpha_{i}^{T} z+\xi_{i}^{T} y+b_{i} \leq 0, i=1,2, \ldots, m,  \tag{3.16}\\
& y_{j}^{2} \leq z_{j}, j=1,2, \ldots, n .
\end{array}
$$

The problem ( $\mathrm{SP}_{\mathrm{m}}$ ) is a convex second-order cone programming (SOCP) problem and it can be solved in polynomial time by the interior algorithm [21].

Because of the relaxation $y_{j}^{2} \leq z_{j}$, the optimal value of $\left(\mathrm{SP}_{\mathrm{m}}\right)$ is less than that of $\left(\mathrm{P}_{\mathrm{m}}\right)$. That is $v\left(\left(\mathrm{SP}_{\mathrm{m}}\right)\right) \leq v\left(\left(\mathrm{P}_{\mathrm{m}}\right)\right)$, here $v(\cdot)$ is the optimal value of the problem $(\cdot)$. In other words, the convex SOCP problem $\left(\mathrm{SP}_{\mathrm{m}}\right)$ is a lower bound of $\left(\mathrm{P}_{\mathrm{m}}\right)$. The relaxation is said to be tight, or exact, if $v\left(\left(\mathrm{SP}_{\mathrm{m}}\right)\right)=v\left(\left(\mathrm{P}_{\mathrm{m}}\right)\right)$, and in that case, the nonconvex problem ( $\mathrm{P}_{\mathrm{m}}$ ) is equivalently transformed to a convex problem ( $\mathrm{SP}_{\mathrm{m}}$ ). In 2014, BenTal and Hertog [6] showed that $v\left(\left(\mathrm{SP}_{1}\right)\right)=v\left(\left(\mathrm{P}_{1}\right)\right)$ under the Slater condition, i.e., there is $\bar{x} \in \mathbb{R}^{n}$ such that $f_{1}(\bar{x})<0$, and $v\left(\left(\mathrm{SP}_{2}\right)\right)=v\left(\left(\mathrm{P}_{2}\right)\right)$ under some additional appropriate assumptions. In 2019, Adachi and Nakatsukasa [1] proposed an eigenvaluebased algorithm for a definite feasible $\left(\mathrm{P}_{1}\right)$, i.e., the Slater condition is satisfied and the positive definite interval $I_{\succ}\left(C_{0}, C_{1}\right)=\left\{\mu \in \mathbb{R}: C_{0}+\mu C_{1} \succ 0\right\}$ is nonempty. It should be noticed that $I_{\succ}\left(C_{0}, C_{1}\right)$ can be empty even if $I_{\succeq}\left(C_{0}, C_{1}\right)$ is an interval and $\left(\mathrm{P}_{1}\right)$ has optimal solutions. In the following, we explore the SDC of $C_{i}^{\prime} s$ to apply for some special cases of $\left(\mathrm{P}_{\mathrm{m}}\right)$.

### 3.2.1 Application for the GTRS

We write $\left(\mathrm{P}_{1}\right)$ specifically as follows.

$$
\begin{array}{ll}
\min & f_{0}(x)=x^{T} C_{0} x+a_{0}^{T} x  \tag{1}\\
\text { s.t. } & f_{1}(x)=x^{T} C_{1} x+a_{1}^{T} x+b_{1} \leq 0 .
\end{array}
$$

Problem ( $\mathrm{P}_{1}$ ) itself arises from many applications such as time of arrival problems [32], double well potential problems [17], subproblems of consensus ADMM in solving
quadratically constrained quadratic programming in signal processing [36]. In particular, it includes the trust-region subproblem (TRS) as a special case, in which $C_{1}=I$ is the identity matrix, $a_{1}=0$ and $b_{1}=-1$. In literature, it is thus often referred to as the generalized trust region subproblem (GTRS).

Without loss of generality, we only solve problem $\left(\mathrm{P}_{1}\right)$ under the Slater condition, i.e., there exists $\bar{x} \in \mathbb{R}^{n}$ such that $f_{1}(\bar{x})<0$. Because, if the Slater condition is violated, then $f_{1}(x) \geq 0$ for all $x \in \mathbb{R}^{n}$. Problem $\left(\mathrm{P}_{1}\right)$ is then either infeasible or reduced to an unconstrained quadratic problem, which can be solved efficiently [72].

In 1993, Moré [44] obtained the following important results for $\left(\mathrm{P}_{1}\right)$.
Lemma 3.2.1 ([44], Theorem 3.4). Suppose the Slater condition is satisfied. A vector $x^{*} \in \mathbb{R}^{n}$ is an optimal solution to $\left(\mathrm{P}_{1}\right)$ if and only if there exists $\mu^{*} \geq 0$ such that

$$
\begin{align*}
\left(C_{0}+\mu^{*} C_{1}\right) x^{*}+a_{0}+\mu^{*} a_{1} & =0  \tag{3.17}\\
f_{1}\left(x^{*}\right) & \leq 0  \tag{3.18}\\
\mu^{*} f_{1}\left(x^{*}\right) & =0  \tag{3.19}\\
C_{0}+\mu^{*} C_{1} & \succeq 0 \tag{3.20}
\end{align*}
$$

Recall that $I_{\succ}\left(C_{0}, C_{1}\right)=\left\{\mu \in \mathbb{R}: C_{0}+\mu C_{1} \succ 0\right\}$.
Lemma 3.2.2 ([44]). If $I_{\succ}\left(C_{0}, C_{1}\right)$ is nonempty, it is an open interval. Moreover, if $\mu$ is a finite endpoint of $I_{\succ}\left(C_{0}, C_{1}\right)$ then $C_{0}+\mu C_{1}$ is positive semidefinite but not positive definite.

Suppose $I_{\succ}\left(C_{0}, C_{1}\right) \neq \emptyset$, let $\varphi(\mu):=f_{1}[x(\mu)]$, where $x(\mu)$ is solved from the linear equation (3.17) and $\mu \in I_{\succ}\left(C_{0}, C_{1}\right)$.

Lemma 3.2.3 ([44], Theorem 5.2). Suppose $I_{\succ}\left(C_{0}, C_{1}\right) \neq \emptyset$. The function $\varphi(\mu)$ is strictly decreasing on $I_{\succ}\left(C_{0}, C_{1}\right)$, unless $x(\mu)$ is constant on $I_{\succ}\left(C_{0}, C_{1}\right)$ with $C_{0} x(\mu)+$ $a_{0}=0$ and $C_{1} x(\mu)+a_{1}=0$ for all $\mu \in I_{\succ}\left(C_{0}, C_{1}\right)$.

Lemmas 3.2.1, 3.2.2 and 3.2.3 together indicate that the optimal Lagrange multiplier $\mu^{*}$ of $\left(\mathrm{P}_{1}\right)$ can be found efficiently whenever $I_{\succeq}\left(C_{0}, C_{1}\right)$ is computed. Using the results in Subsection 3.2.1, we present algorithms for finding $\mu^{*}$ and $x^{*}=x\left(\mu^{*}\right)$ satisfying (3.17)-(3.20) as follows. Let $I=I_{\succeq}\left(C_{0}, C_{1}\right) \cap[0, \infty)$ denote the set of Lagrange multipliers of $\left(\mathrm{P}_{1}\right)$.

1. If $I=\emptyset$, then $\left(\mathrm{P}_{1}\right)$ has no optimal solution, it is in fact unbounded from below in this case [72].
2. If $I$ has only one value $\mu$, we solve the linear equation (3.17) for a corresponding solution $x(\mu)$. If $\mu$ and $x(\mu)$ satisfy (3.18)-(3.19), then $\mu^{*}=\mu$ and $x^{*}=x(\mu)$. Otherwise, $\left(\mathrm{P}_{1}\right)$ has no optimal solution.
3. If $I$ is an interval, we need to detect whether there exist a $\mu \in I$ and a corresponding $x(\mu)$ satisfying (3.18)-(3.19). This case raises two questions: 1 ) how to test whether $\mu$ and $x(\mu)$ satisfy (3.18)-(3.19)? and 2) how to pick another $\mu \in I$ to continue the process if the current $\mu$ and $x(\mu)$ do not satisfy (3.18)-(3.19)? For question 1), if $\mu=0$ we need to test whether $f_{1}(x(\mu)) \leq 0$; if $\mu>0$ we need to test $f_{1}(x(\mu))=0$. Below, we present only checking the case $f_{1}(x(\mu))=0$ since checking $f_{1}(x(\mu)) \leq 0$ is done similarly. For question 2 ), we need to use Lemma 3.2.2 but not only for the case $I_{\succ}\left(C_{0}, C_{1}\right) \neq \emptyset$ but also $I_{\succ}\left(C_{0}, C_{1}\right)=\emptyset$. The details are as below.

Theorem 3.2.1. If $\mu^{*}>0$, then an optimal solution $x^{*}$ of $\left(P_{1}\right)$ is found by solving a quadratic equation.

Proof. Since $\mu^{*}>0, x^{*}$ is an optimal solution of $\left(P_{1}\right)$ if and only if $x^{*}$ satisfies (3.17) and $f_{1}\left(x^{*}\right)=0$. From the equation (3.17), $x^{*}$ is of the form

$$
\begin{equation*}
x^{*}=x^{0}+N y \tag{3.21}
\end{equation*}
$$

where $x^{0}=-\left(C_{0}+\mu^{*} C_{1}\right)^{+}\left(a+\mu^{*} b\right),\left(C_{0}+\mu^{*} C_{1}\right)^{+}$is the Moore-Penrose generalized inverse of the matrix $C_{0}+\mu^{*} C_{1}, N \in \mathbb{R}^{n \times r}$ is a basic matrix for the null space of $C_{0}+\mu^{*} C_{1}$ with $r=n-\operatorname{rank}\left(C_{0}+\mu^{*} C_{1}\right), y \in \mathbb{R}^{r}$. Notice that the Moore-Penrose generalized inverse of a matrix $A \in \mathbb{F}^{m \times n}$ is defined as a matrix $A^{+} \in \mathbb{F}^{n \times m}$ satisfying all of the following four criteria: 1) $\left.\left.A A^{+} A=A ; 2\right) A^{+} A A^{+}=A^{+} ; 3\right)\left(A A^{+}\right)^{*}=A A^{+}$; 4) $\left(A^{+} A\right)^{*}=A^{+} A$. If $r=0$ then $x^{*}=x^{0}=\left(C_{0}+\mu^{*} C_{1}\right)^{-1}\left(a+\mu^{*} b\right)$ is the unique solution of (3.17), checking if $f_{1}\left(x^{*}\right)=0$ is then simply substituting $x^{*}$ into $f_{1}(x)$. If $r>0, f_{1}\left(x^{*}\right)$ is then a quadratic function of $y$ as follows:

$$
\begin{aligned}
f_{1}\left(x^{*}\right) & =f_{1}\left(x^{0}+N y\right) \\
& =y^{T}\left(N^{T} C_{1} N\right) y+2\left(N^{T}\left(C_{1} x^{0}+b\right)\right)^{T} y+x^{0^{T}} C_{1} x^{0}+2 b^{T} x^{0}+c \\
& :=y^{T} \tilde{C}_{1} y+2 \tilde{b}^{T} y+\tilde{c}:=\tilde{g}(y),
\end{aligned}
$$

where $\tilde{C}_{1}=N^{T} C_{1} N, \tilde{b}=N^{T}\left(C_{1} x^{0}+b\right)$ and $\tilde{c}=x^{0^{T}} C_{1} x^{0}+2 b^{T} x^{0}+c$. Checking whether $f_{1}\left(x^{*}\right)=0$ is now equivalent to finding a solution $y^{*}$ of the quadratic equation $\tilde{g}(y)=0$. Making diagonal if necessary, we can suppose that $\tilde{C}_{1}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ is already diagonal. The equation $\tilde{g}(y)=0$ is then simply of the form

$$
\begin{equation*}
\sum_{i=1}^{r} \lambda_{i} y_{i}^{2}+2 \sum_{i=1}^{r} \tilde{b}_{i} y_{i}+\tilde{c}=0 \tag{3.22}
\end{equation*}
$$

here $\tilde{b}=\left(\tilde{b}_{1}, \tilde{b}_{2}, \ldots, \tilde{b}_{r}\right)^{T}$ and $y=\left(y_{1}, y_{2}, \ldots, y_{r}\right)^{T}$. Solving a solution $y^{*}$ of this equation is as follows.

1. If there is an index $i$ such that $\lambda_{i}=0$ and $\tilde{b}_{i} \neq 0$, then
is a solution of (3.22), and $x^{*}=x^{0}+N y^{*}$ is then an optimal solution to $\left(\mathrm{P}_{1}\right)$. Note that if $\lambda_{i}=0$ and $\tilde{b}_{i}=0$, then $y_{i}$ does not play any role in $\tilde{g}(y)=0$.
2. If $\lambda_{t}>0$ and $\lambda_{j}<0$ for some indexes $t, j$, suppose $t<j$, we then set $y_{i}=0$ for all $i \neq t, i \neq j$, such that the equation (3.22) is reduced to

$$
\lambda_{t} y_{t}^{2}+\lambda_{j} y_{j}^{2}+2 \bar{b}_{t} y_{t}+2 \bar{b}_{j} y_{j}+\bar{c}=0
$$

We write this equation in term of a quadratic equation of $y_{t}$ with parameter $y_{j}$ :

$$
\begin{equation*}
\lambda_{t} y_{t}^{2}+2 \bar{b}_{t} y_{t}+\lambda_{j} y_{j}^{2}+2 \bar{b}_{j} y_{j}+\bar{c}=0 \tag{3.23}
\end{equation*}
$$

Let $\triangle\left(y_{j}\right)=\bar{b}_{t}^{2}-\lambda_{t}\left(\lambda_{j} y_{j}^{2}+2 \bar{b}_{j} y_{j}+\bar{c}\right)=-\lambda_{t} \lambda_{j} y_{j}^{2}-2 \bar{b}_{j} \lambda_{t} y_{j}-\bar{c} \lambda_{t}+\bar{b}_{t}^{2}$. Since $-\lambda_{t} \lambda_{j}>0, \triangle\left(y_{j}\right) \geq 0$ when $\left|y_{j}\right|$ is large enough. So we can choose $y_{j}^{*}$ such that $\Delta\left(y_{j}^{*}\right) \geq 0$ and $y_{t}^{*}=\frac{-\bar{b}_{t}+\sqrt{\Delta\left(y_{j}^{*}\right)}}{\lambda_{t}}$. Then $\left(y_{t}^{*}, y_{j}^{*}\right)$ is a solution of (3.23) and

$$
y^{*}=\left(0, \ldots, 0, y_{t}^{*}, 0, \ldots, 0, y_{j}^{*}, 0 \ldots, 0\right)^{T}
$$

is a solution of (3.22). So $x^{*}=x^{0}+N y^{*}$ is optimal to $\left(P_{1}\right)$.
3. If $\lambda_{i}>0$ for all $i=1,2, \ldots, r$, the equation (3.22) can be rewritten as follows

$$
\begin{equation*}
\sum_{i=1}^{r} \lambda_{i}\left(y_{i}+\frac{\tilde{b}_{i}}{\lambda_{i}}\right)^{2}+\beta=0 \tag{3.24}
\end{equation*}
$$

where $\beta=\tilde{c}-\sum_{i=1}^{r} \frac{\tilde{b}_{i}^{2}}{\lambda_{i}}$. Now

- if $\beta>0$ then the equation $\tilde{g}(y)=0$ has no solution so does the equation $f_{1}\left(x^{*}\right)=0$. $\left(\mathrm{P}_{1}\right)$ has no optimal solution.
- if $\beta=0$, let $y^{*}=\left(-\frac{\tilde{b}_{1}}{\lambda_{1}},-\frac{\tilde{b}_{2}}{\lambda_{2}}, \ldots,-\frac{\tilde{b}_{r}}{\lambda_{r}}\right)^{T}$, then $x^{*}=x^{0}+N y^{*}$ is an optimal solution of $\left(\mathrm{P}_{1}\right)$.
- if $\beta<0$, then $y^{*}=\left(-\frac{\tilde{b}_{1}}{\lambda_{1}},-\frac{\tilde{b}_{2}}{\lambda_{2}}, \ldots,-\frac{\tilde{b}_{r-1}}{\lambda_{r-1}}, \sqrt{\frac{-\beta}{\lambda_{r}}}-\frac{\tilde{b}_{r}}{\lambda_{r}}\right)$ is a solution of (3.24). Then $x^{*}=x^{0}+N y^{*}$ is optimal to $\left(\mathrm{P}_{1}\right)$.

We emphasize that if $C_{0}, C_{1}$ are $\mathbb{R}$-SDC, the linear equation (3.17) can be transformed to having a simple form for solving. Indeed, without loss of generality we assume that $C_{0}, C_{1}$ are already diagonal:

$$
\begin{equation*}
C_{0}=\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right), C_{1}=\operatorname{diag}\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) . \tag{3.25}
\end{equation*}
$$

The linear equation (3.17) is then of the following simple form

$$
\begin{equation*}
\left(\alpha_{i}+\mu \beta_{i}\right) x_{i}=-\left(a_{i}+\mu b_{i}\right), i=1,2, \ldots, n . \tag{3.26}
\end{equation*}
$$

If $I$ has only one element $\mu$, testing whether $\mu^{*}=\mu$ has been presented in the previous subsection. If $I$ is an interval of the form $I=\left[\mu_{1}, \mu_{2}\right]$, where $\mu_{1} \geq 0$ and $\mu_{2}$ may be $\infty$, we need to test whether there is an optimal Lagrange multiplier $\mu^{*} \in I$ satisfying $\varphi\left(\mu^{*}\right)=0$. We note that in this case $C_{0}, C_{1}$ are $\mathbb{R}$-SDC, see Lemma 3.1.2. For simplicity in presentation, we assume without loss of generality that $C_{0}, C_{1}$ are diagonal taking the form (3.25). The testing strategy is considered in the following two separate cases: $I_{P D} \neq \emptyset$ and $I_{P D}=\emptyset$, where $I_{P D}=I_{\succ}\left(C_{0}, C_{1}\right) \cap[0,+\infty)$.

Definition 3.2.1 ([1]). A GTRS satisfying the following two conditions is said to be definite feasible.

1. It is strictly feasible: there exists $\bar{x} \in \mathbb{R}^{n}$ such that $f_{1}(\bar{x})<0$, and
2. $I_{P D} \neq \emptyset$

Case 1: $I_{P D} \neq \emptyset$. Then $\left(\mathrm{P}_{1}\right)$ is definite feasible and it has a unique optimal solution $x^{*}[44$, Theorem 4.1] and, importantly, $I$ is then the closure of $I_{P D}: I=\operatorname{closure}\left(I_{P D}\right)$, please see [44, Theorem 5.3]. By Lemma 3.2.3, the function $\varphi(\mu)=f_{1}[x(\mu)]$ is strictly decreasing on $I_{P D}$, unless $x(\mu)$ is constant on $I_{P D}$. Using this property of $\varphi(\mu)$, Adachi et al. [1] obtain the following result.

Lemma 3.2.4 ([1]). Suppose the Slater condition holds for the $\left(\mathrm{P}_{1}\right)$, i.e., there exists $\tilde{x} \in \mathbb{R}^{n}$ such that $f_{1}(\tilde{x})<0$, and $I_{P D} \neq \emptyset$.
(a) If $\varphi(\mu)>0$ on $I_{P D}$ and $\mu_{2}<\infty$, then $\mu^{*}=\mu_{2}$;
(b) If $\varphi(\mu)<0$ on $I_{P D}$ then $\mu^{*}=\mu_{1}$;
(c) If $\varphi(\mu)$ changes its sign on $I_{P D}$ then $\mu^{*} \in I_{P D}$;
(d) If $\varphi\left(\mu_{1}\right)>0$ and $\mu_{2}=\infty$, then $\mu_{1}<\mu^{*}<\mu_{2}$.

Lemma 3.2.4 suggests a strategy for finding $\mu^{*}$ as follows: If $\mu_{2}$ is finite, we compute $\varphi(\mu)$ at endpoints: if $\varphi\left(\mu_{1}\right)=0$ then $\mu^{*}=\mu_{1}$, if $\varphi\left(\mu_{2}\right)=0$ then $\mu^{*}=\mu_{2}$. Otherwise, $\mu^{*} \in I_{P D}$. Then, we use a bisection algorithm for finding $\mu^{*}:$ let $\tilde{\mu}:=\frac{\mu_{1}+\mu_{2}}{2}$. If $\varphi\left(\mu_{1}\right) \varphi(\tilde{\mu})<0$ then set $\mu_{2}:=\tilde{\mu}$, else set $\mu_{1}:=\tilde{\mu}$ and continue the process with new $\mu_{1}$ and $\mu_{2}$. If $\mu_{2}=\infty$ and $\varphi\left(\mu_{1}\right)>0$ depending on how large the value $\varphi\left(\mu_{1}\right)$, we choose a positive number $l$, for example $l=\varphi\left(\mu_{1}\right)$, and set $\mu=\mu_{1}+l$. If $\varphi(\mu)<0$, we apply a bisection algorithm as mentioned above to find $\mu^{*}$ in $\left[\mu_{1}, \mu\right]$. If $\varphi(\mu)>0$, we choose other $\mu:=\mu_{1}+2 l$ and continue the process.

Case 2: $I_{P D}=\emptyset$. As mentioned, $\left(\mathrm{P}_{1}\right)$ with $I_{P D}=\emptyset$ is referred to as the hard case [44, 33]. We now deal with this case as follows.

Theorem 3.2.2. If $I$ is an interval and $I_{P D}=\emptyset$ then $\left(\mathrm{P}_{1}\right)$ either is reduced to a definite feasible GTRS of smaller dimension or has no optimal solution.

Proof. Since $I_{P D}=\emptyset$, by Corollary 3.1.1, $C_{0}, C_{1}$ are singular and decomposable in one of the forms (3.10) and (3.11) such that

$$
I_{\succeq}\left(C_{0}, C_{1}\right)=I_{\succeq}\left(A_{1}, B_{1}\right)=\operatorname{closure}\left(I_{\succ}\left(A_{1}, B_{1}\right)\right),
$$

where $B_{1}$ is nonsingular. $C_{0}, C_{1}$ are assumed to be diagonal, the forms (3.10) and (3.11) are written as

$$
\begin{equation*}
C_{1}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{p}, 0, \ldots, 0\right), C_{0}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{p}, 0, \ldots, 0\right) \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{1}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{p}, 0, \ldots, 0\right), C_{0}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{p}, \alpha_{p+1}, \ldots, \alpha_{p+s}, 0, \ldots, 0\right), \tag{3.28}
\end{equation*}
$$

where $B_{1}=\operatorname{diag}\left(\beta_{1}, \beta_{2}, \ldots, \beta_{p}\right), A_{1}=\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}\right)$ and

$$
A_{4}=\operatorname{diag}\left(\alpha_{p+1}, \ldots, \alpha_{p+s}, 0, \ldots, 0\right)
$$

Since $B_{1}$ is nonsingular $\beta_{1}, \beta_{2}, \ldots, \beta_{p}$ are nonzero.
If $C_{0}, C_{1}$ take the form (3.27), the equations (3.26) become

$$
\begin{array}{r}
\left(\alpha_{i}+\mu \beta_{i}\right) x_{i}=-\left(a_{i}+\mu b_{i}\right), i=1,2, \ldots, p ;  \tag{3.29}\\
0=-\left(a_{i}+\mu b_{i}\right), i=p+1, \ldots, n .
\end{array}
$$

Observe now that if $a_{i}=b_{i}=0$ for $i=p+1, \ldots, n$, then the $\left(\mathrm{P}_{1}\right)$ is reduced to a definite feasible GTRS of $p$ variables with matrices $A_{1}, B_{1}$ such that $I_{\succ}\left(A_{1}, B_{1}\right) \neq$

Ø. Otherwise, if there are indexes $p+1 \leq i, j \leq n$ such that $b_{i} \neq 0, b_{j} \neq 0$ and $\frac{a_{i}}{b_{i}} \neq \frac{a_{j}}{b_{j}}$, then (3.29) has no solution $x$ for all $\mu \in I$, if $b_{i} \neq 0$ and $\mu=-\frac{a_{i}}{b_{i}} \in I$ for some $p+1 \leq i \leq n$ then (3.29) may have solutions at only one $\mu \in I$. Checking whether $\mu^{*}=\mu$ has been discussed in the previous section.

Similarly, if $C_{0}, C_{1}$ take the form (3.28), the equations (3.26) become

$$
\begin{align*}
\left(\alpha_{i}+\mu \beta_{i}\right) x_{i} & =-\left(a_{i}+\mu b_{i}\right), i=1,2, \ldots, p ;  \tag{3.30}\\
\alpha_{i} x_{i} & =-\left(a_{i}+\mu b_{i}\right), i=p+1, p+2, \ldots, p+s ; \\
0 & =-\left(a_{i}+\mu b_{i}\right), i=p+s+1, \ldots, n .
\end{align*}
$$

$\left(\mathrm{P}_{1}\right)$ either is reduced to a definte feasible GTRS of $p+s$ variables with matrices

$$
\begin{aligned}
& \tilde{A}_{1}=\operatorname{diag}\left(A_{1}, \alpha_{p+1}, \ldots, \alpha_{p+s}\right)=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{p}, \alpha_{p+1}, \ldots, \alpha_{p+s}\right), \\
& \tilde{B}_{1}=\operatorname{diag}(B_{1}, \underbrace{0, \ldots, 0}_{s \text { zeros }})=\operatorname{diag}(\beta_{1}, \ldots, \beta_{p}, \underbrace{0, \ldots, 0}_{s \text { zeros }})
\end{aligned}
$$

such that $I_{\succ}\left(\tilde{A}_{1}, \tilde{B}_{1}\right) \neq \emptyset$, or has no solution $x$ for all $\mu \in I$ or has only one Lagrange multiplier $\mu \in I$.

Example 3.2.1. Consider the following problem:

$$
\begin{array}{ll}
\min & f(x)=x^{T} C_{0} x+2 a^{T} x  \tag{3.31}\\
\text { s.t. } & g(x)=x^{T} C_{1} x+2 b^{T} x+c \leq 0,
\end{array}
$$

where

$$
C_{0}=\left(\begin{array}{ccc}
2 & -12 & -12 \\
-12 & -10 & 4 \\
-12 & 4 & 20
\end{array}\right), C_{1}=\left(\begin{array}{ccc}
3 & 4 & -1 \\
4 & 13 & 5 \\
-1 & 5 & 4
\end{array}\right), a=\left(\begin{array}{c}
1 \\
-1 \\
2
\end{array}\right), b=\left(\begin{array}{l}
-1 \\
-1 \\
-1
\end{array}\right), c=5
$$

We have

$$
C_{1}^{-1} C_{0}=\left(\begin{array}{ccc}
\frac{5}{2} & -\frac{1}{2} & -7 \\
-\frac{3}{2} & -\frac{11}{6} & \frac{7}{3} \\
-\frac{1}{2} & \frac{19}{6} & \frac{1}{3}
\end{array}\right)
$$

is not similar to a diagonally real matrix, $C_{0}$ and $C_{1}$ are not $\mathbb{R}$-SDC. By Theorem 3.1.4, we have $I_{\succeq}\left(C_{0}, C_{1}\right)=\{2\}$.

Now, solving $x(\mu)$, where $\mu=2$ and checking if $g(x(\mu))=0$.

Firstly, we solve the linear equation $\left(C_{0}+2 C_{1}\right) x=-(a+2 b)$. This equation is equivalent to

$$
\left\{\begin{array} { l l } 
{ 8 x _ { 1 } - 4 x _ { 2 } - 1 4 x _ { 3 } } & { = 1 } \\
{ - 4 x _ { 1 } + 1 6 x _ { 2 } + 1 4 x _ { 3 } } & { = 3 } \\
{ 8 x _ { 1 } - 4 x _ { 2 } - 1 4 x _ { 3 } } & { = 1 }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
x_{1}=y_{1} \\
x_{2}=\frac{1}{3}-\frac{y_{1}}{3} \\
x_{3}=-\frac{1}{6}+\frac{2 y_{1}}{3}
\end{array}\right.\right.
$$

where $y_{1} \in \mathbb{R}$.

$$
\text { Put } x(\mu)=\left(x_{1}, x_{2}, x_{3}\right)^{T}:=x^{0}+N . y \text {, where } x^{0}=\left(0, \frac{1}{3},-\frac{1}{6}\right)^{T}, N=\left(\begin{array}{c}
1 \\
-\frac{1}{3} \\
\frac{2}{3}
\end{array}\right),
$$ and $y=y_{1}$.

Now, substituting $x(\mu)$ into $g(x(\mu))$, we get $\bar{g}(y)=-\frac{2}{3} y_{1}+\frac{17}{3}$. Solving the equation $\bar{g}(y)=0$, we have $y^{*}=y_{1}=\frac{17}{2}$. And $x^{*}=x^{0}+N . y=\left(\frac{17}{2},-\frac{5}{2}, \frac{33}{6}\right)^{T}$ is then an optimal solution to the GTRS (3.31).

Example 3.2.2. Consider the following problem:

$$
\begin{array}{ll}
\min & f(x)=x^{T} C_{0} x+2 a^{T} z \\
\text { s.t. } & g(x)=x^{T} C_{1} x+2 b^{T} x+c \leq 0, \tag{3.32}
\end{array}
$$

where

$$
C_{0}=\left(\begin{array}{cccc}
4 & 4 & 0 & 2 \\
4 & 8 & 4 & 4 \\
0 & 4 & 4 & 2 \\
2 & 4 & 2 & 2
\end{array}\right), C_{1}=\left(\begin{array}{cccc}
2 & 4 & 2 & 2 \\
4 & 18 & 4 & 34 \\
2 & 4 & 2 & 2 \\
2 & 34 & 2 & 92
\end{array}\right), a=\left(\begin{array}{c}
-2 \\
-8 \\
-6 \\
-4
\end{array}\right), b=\left(\begin{array}{c}
4 \\
-8 \\
8 \\
-54
\end{array}\right), c=4 .
$$

We have $C_{0}, C_{1}$ are $\mathbb{R}-\mathrm{SDC}$ by $U=\left(\begin{array}{cccc}3 & -1 & -3 & -5 \\ -3 & 1 & 3 & 6 \\ 3 & -1 & -2 & -5 \\ 1 & 0 & -1 & -2\end{array}\right)$ and

$$
\begin{aligned}
& \tilde{C}_{1}=U^{T} C_{1} U=\operatorname{diag}(2,10,0,0) \\
& \tilde{C}_{0}=U^{T} C_{0} U=\operatorname{diag}(2,0,2,0)
\end{aligned}
$$

Put $x=U y$, then the problem (3.32) is equivalent to the following problem:

$$
\begin{array}{ll}
\min & f(y)=y^{T} \tilde{C}_{0} y+2 \bar{a}^{T} y \\
\text { s.t. } & g(y)=y^{T} \tilde{C}_{1} y+2 \bar{b}^{T} y+c \leq 0, \tag{3.33}
\end{array}
$$

where

$$
\bar{a}=(-4,0,-2,0)^{T}:=\left(\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}, \bar{a}_{4}\right)^{T}, \bar{b}=(6,-20,2,0)^{T}:=\left(\bar{b}_{1}, \bar{b}_{2}, \bar{b}_{3}, \bar{b}_{4}\right)^{T}, c=4 .
$$

Since $\bar{a}_{4}=\bar{b}_{4}=0$, the problem (3.33) is reduced to a GTRS of 3 variables:

$$
\begin{array}{ll}
\min & f(y)=y^{T} A_{1} y+2 a_{1}^{T} y  \tag{3.34}\\
\text { s.t. } & g(y)=y^{T} B_{1} y+2 b_{1}^{T} y+c \leq 0,
\end{array}
$$

where

$$
\begin{aligned}
A_{1} & =\operatorname{diag}(2,0,2) ; B_{1}=\operatorname{diag}(2,10,0) \\
a_{1} & =(-4,0,-2)^{T}, b_{1}=(6,-20,2)^{T}, c=4 .
\end{aligned}
$$

By Theorem 3.1.3, we have $I_{\succeq}\left(A_{1}, B_{1}\right)=[0,+\infty)$.
For $\mu>0$, we solve the linear equation $\left(A_{1}+\mu B_{1}\right) y=-\left(a_{1}+\mu b_{1}\right)$. The solution of this equation is $y(\mu)=\left(\frac{2-3 \mu}{\mu+1}, 2,1-\mu\right)^{T}$. And $\varphi(\mu)=g(y(\mu))=$ $-2 \mu\left(\frac{25(\mu+2)}{(\mu+1)^{2}}+2\right)<0, \forall \mu>0$. By Lemma 3.2.4, $\mu^{*}=0$.

Now, substituting $\mu^{*}=0$ into the linear equation $\left(A_{1}+\mu^{*} B_{1}\right) y=-\left(a_{1}+\mu^{*} b_{1}\right)$, we get

$$
y\left(\mu^{*}\right)=\left(2, z_{1}, 1\right)^{T}:=y^{0}+N . z
$$

where $y^{0}=(2,0,1)^{T}, N=\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right)$, and $z=z_{1}$.
Next, substituting $y\left(\mu^{*}\right)$ into $g\left(y\left(\mu^{*}\right)\right)$, we get $\bar{g}(y)=10 y_{1}^{2}-40 y_{1}+40$. Solving the equation $\bar{g}(y)=0$, we have $z^{*}=z_{1}=2$. And $y^{*}=y^{0}+N . z=(2,2,1)^{T}$ is an optimal solution to the GTRS (3.34). Implying $x^{*}=U(2,2,1,0)=(1,-1,2,1)^{T}$ is then an optimal solution to the GTRS (3.32).

### 3.2.2 Applications for the homogeneous QCQP

If $\left(\mathrm{P}_{\mathrm{m}}\right)$ is homogeneous, i.e., $a_{i}=0, i=0,1, \ldots, m$ and $C_{0}, C_{1}, \ldots, C_{m}$ are $\mathbb{R}$ SDC , then we do not need relax the constraints $z_{j}=y_{j}^{2}$ to $z_{j} \leq y_{j}^{2}$ but we can directly convert (3.15) to a linear programming in non-negative variables $z_{j}$ as follows.

$$
\begin{array}{rll}
\quad \lambda^{*}= & \min & \sum_{j=1}^{n} \alpha_{j}^{0} z_{j} \\
\left(\mathrm{LP}_{\mathrm{m}}\right) & \text { s.t. } & \sum_{j=1}^{n} \alpha_{j}^{i} z_{j}+b_{i} \leq 0, i=1,2, \ldots, m, \\
& z_{j} \geq 0, j=1,2, \ldots, n .
\end{array}
$$

The simplex algorithm is now applied for solving $\left(\mathrm{LP}_{\mathrm{m}}\right)$. Suppose $z^{*}=\left(z_{1}^{*}, z_{2}^{*}, \ldots, z_{n}^{*}\right)^{T}$ is an optimal solution of $\left(\mathrm{LP}_{\mathrm{m}}\right)$, then we define $y^{*}=\left(\sqrt{z_{1}^{*}}, \sqrt{z_{2}^{*}}, \ldots, \sqrt{z_{n}^{*}}\right)^{T}$ and obtain an optimal solution $x^{*}$ of the homogeneous $\left(\mathrm{P}_{\mathrm{m}}\right)$ as $x^{*}=R y^{*}$.

We revisit the following special case of the homogeneous $\left(\mathrm{P}_{\mathrm{m}}\right)$ :

$$
\begin{array}{ll}
\min & f_{0}(x)=x^{T} C_{0} x \\
\text { s.t. } & f_{1}(x)=x^{T} C_{1} x+b_{1} \leq 0, \\
& f_{2}(x)=x^{T} C_{2} x+b_{2} \leq 0,  \tag{Q}\\
& f_{3}(x)=\|x\|=1 .
\end{array}
$$

It was shown in [46] that if the Property $J$ fails, then (Q) is converted to an SDP problem, please see [46, Definition 1] for details on Property J. However, as mentioned, when $n$ is large, the SDP problem is not solved efficiently. The following result can help to deal with such case if the SDC conditions hold.

Theorem 3.2.3. If $C_{0}, C_{1}, C_{2}$ are $\mathbb{R}-S D C$ by an orthogonal congruence matrix then $(\mathrm{Q})$ is reduced to a linear programing problem over the unit simplex.

Proof. Suppose $C_{0}, C_{1}, C_{2}$ are $\mathbb{R}$-SDC by an orthogonal congruence matrix $R$ :

$$
R^{T} C_{i} R=\operatorname{diag}\left(\alpha_{1}^{i}, \ldots, \alpha_{n}^{i}\right), i=0,1,2
$$

We note that the constraint $\|x\|=1$ is equivalently written as $\|x\|^{2}=1$ which is further written $x^{T} x=1$. We make a change of coordinates $x=R y$ and notice that $x^{T} x=y^{T}\left(R^{T} R\right) y=y^{T} y$. Then (Q) is rewritten as follows

$$
\begin{array}{ll}
\min & \sum_{j=1}^{n} \alpha_{j}^{0} y_{j}^{2} \\
\text { s.t. } & \sum_{j=1}^{n} \alpha_{j}^{1} y_{j}^{2}+b_{1} \leq 0, \\
& \sum_{j=1}^{n} \alpha_{j}^{2} y_{j}^{2}+b_{2} \leq 0, \\
& \sum_{j=1}^{n} y_{j}^{2}=1 .
\end{array}
$$

Let $z_{j}=y_{j}^{2}$, problem (Q) is then reduced to a linear programming problem over the unit simplex as follows.

$$
\begin{array}{ll}
\min & \sum_{j=1}^{n} \alpha_{j}^{0} z_{j} \\
\text { s.t. } & \sum_{j=1}^{n} \alpha_{j}^{1} z_{j}+b_{1} \leq 0  \tag{1}\\
& \sum_{j=1}^{n} \alpha_{j}^{2} z_{j}+b_{2} \leq 0 \\
& \sum_{j=1}^{n} z_{j}=1, z_{j} \geq 0 j=1,2, \ldots, n .
\end{array}
$$

We should note that if the SDC conditions of $C_{0}, C_{1}, \ldots, C_{m}$ fail, even $\left(\mathrm{P}_{\mathrm{m}}\right)$ is homogeneous, it is still very hard to solve. Only some special cases have been discovered to be solved in polynomial time but by SDP relaxation, see for example [73].

### 3.3 Applications for maximizing a sum of generalized Rayleigh quotients

Given $n \times n$ matrices $A, B$. The ratio $R(A ; x):=\frac{x^{T} A x}{x^{T} x}, x \neq 0$, is called the Rayleigh quotient of the matrix $A$ and $R(A, B ; x)=\frac{x^{T} A x}{x^{T} B x}, B \succ 0$, is known as the generalized Rayleigh quotient of $(A, B)$. We know that

$$
\min _{x \neq 0} R(A ; x)=\lambda_{\min }(A) \leq R(A ; x) \leq \lambda_{\max }(A)=\max _{x \neq 0} R(A ; x),
$$

where $\lambda_{\min }(A), \lambda_{\max }(A)$ are the smallest and largest eigenvalues of $A$, respectively. Similarly,

$$
\min _{x \neq 0} R(A, B ; x)=\lambda_{\min }(A, B) \leq R(A, B ; x) \leq \lambda_{\max }(A, B)=\max _{x \neq 0} R(A, B ; x)
$$

where $\lambda_{\min }(A, B), \lambda_{\max }(A, B)$ are the smallest and largest generalized eigenvalues of $(A, B)$, respectively [34].

Due to the homogeneity: $R(A ; x)=R(A ; c x), R(A, B ; x)=R(A, B ; c x)$, for any non-zero scalar $c$, it holds that

$$
\begin{align*}
& \min (\max )_{x \neq 0} R(A ; x)=\min (\max )_{\|x\|=1} R(A ; x) ;  \tag{3.35}\\
& \min (\max )_{x \neq 0} R(A, B ; x)=\min (\max )_{\|x\|=1} R(A, B ; x) . \tag{3.36}
\end{align*}
$$

Both (3.35) and (3.36) do not admit local non-global solution [22, 23] and they can be solved efficiently. However, difficulty will arise when we attemp to optimize a sum.

We consider the following simplest case of the sum:

$$
\begin{equation*}
\max _{x \neq 0} \frac{x^{T} A_{1} x}{x^{T} B_{1} x}+\frac{x^{T} A_{2} x}{x^{T} B_{2} x}, \tag{3.37}
\end{equation*}
$$

where $B_{1} \succ 0, B_{2} \succ 0$. This problem has various applications such as for the downlink of a multi-user MIMO system [53], for the sparse Fisher discriminant analysis in pattern recognition and many others, please see [16, 20, 71, 75, 76, 48, 60, 69]. Zhang [75] showed that (3.37) admit many local-non global optima, please see [75, Example 3.1]. It is thus very hard to solve. Many studies later [75, 76, 46, 69] proposed different approximate methods for it. However, if the SDC conditions hold for (3.37), it can be equivalently reduced to a linear programming on the simplex [69]. We present in detail this conclusion as follows. Since $B_{1} \succ 0$, there is a nonsingular matrix $P$ such that $B_{1}=P^{T} P$. Substitute $y=P x$ into (3.37), set $D=P^{-1^{T}} A_{1} P^{-1}, A=P^{-1^{T}} A_{2} P^{-1}, B=$ $P^{-1 T} B_{2} P^{-1}$ and use the homogeneity, problem (3.37) is rewritten as follows.

$$
\begin{equation*}
\max _{\|y\|=1} y^{T} D y+\frac{y^{T} A y}{y^{T} B y}, B \succ 0 . \tag{3.38}
\end{equation*}
$$

Theorem 3.3.1 ([72]). If $A, B, D$ are $\mathbb{R}-S D C$ by an orthogonal congruence matrix then (3.38) is reduced to a one-dimensional maximization problem over a closed interval.

Proof. Suppose $A, B, D$ are $\mathbb{R}$-SDC by an orthogonal matrix $R$ :

$$
\begin{gathered}
R^{T} A R=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right), R^{T} B R=\operatorname{diag}\left(b_{1}, b_{2}, \ldots, b_{n}\right), \\
R^{T} D R=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right) .
\end{gathered}
$$

Making a change of variables $\eta=R y$, problem (3.38) becomes

$$
\begin{array}{ll}
\max & \sum_{i=1}^{n} d_{i} \eta_{i}^{2}+\frac{\sum_{i=1}^{n} a_{i} \eta_{i}^{2}}{\sum_{i=1}^{n} b_{i} \eta_{i}^{2}}  \tag{3.39}\\
\text { s.t. } & \sum_{i=1}^{n} \eta_{i}^{2}=1 .
\end{array}
$$

Let $z_{i}=\eta_{i}^{2}$, problem (3.39) becomes

$$
\begin{array}{ll}
\max & \sum_{i=1}^{n} d_{i} z_{i}+\frac{\sum_{i=1}^{n} a_{i} z_{i}}{\sum_{i=1}^{n} b_{i} z_{i}}  \tag{3.40}\\
\text { s.t. } & z \in \triangle=\left\{z: \sum_{i=1}^{n} z_{i}=1, z_{i} \geq 0, i=1,2, \ldots, n\right\} .
\end{array}
$$

Suppose $z^{*}=\left(z_{1}^{*}, z_{2}^{*}, \ldots, z_{n}^{*}\right)$ is an optimal solution to (3.40), we set $\alpha=\sum_{i=1}^{n} b_{i} z_{i}^{*}$. Problem (3.40) then shares the same optimal solution set with the following linear programming problem

$$
\begin{array}{ll}
\max & \sum_{i=1}^{n} d_{i} z_{i}+\frac{\sum_{i=1}^{n} a_{i} z_{i}}{\alpha}  \tag{3.41}\\
\text { s.t. } & \sum_{i=1}^{n} b_{i} z_{i}=\alpha, z \in \triangle .
\end{array}
$$

We note now that (3.41) is a linear programming problem and its optimal solutions can only be the extreme points of $\triangle$. An extreme point of $\triangle$ has at most two nonzero elements. There is no loss of generality, suppose $\left(z_{1}, z_{2}, 0, \ldots, 0\right)^{T} \in \triangle$ is a candidate of the optimal solutions of (3.41). We have $z_{2}=1-z_{1}$ and problem (3.41) becomes:

$$
\begin{array}{ll}
\max & d_{1} z_{1}+d_{2}\left(1-z_{1}\right)+\frac{a_{1} z_{1}+a_{2}\left(1-z_{1}\right)}{\alpha} \\
\text { s.t. } & b_{1} z_{1}+b_{2}\left(1-z_{1}\right)=\alpha ;  \tag{3.42}\\
& 0 \leq z_{1} \leq 1 .
\end{array}
$$

This is a one-dimensional maximization problem as desired.

Now, we extend problem (3.37) to a sum of a finite number of ratios taking the following format

$$
\left(\mathrm{R}_{\mathrm{m}}\right) \quad \max _{x \in \mathbb{R}^{n} \backslash\{0\}}\left\{\frac{x^{T} A_{1} x}{x^{T} B_{1} x}+\frac{x^{T} A_{2} x}{x^{T} B_{2} x}+\ldots+\frac{x^{T} A_{m} x}{x^{T} B_{m} x}\right\}
$$

where $A_{i}, B_{i} \in S^{n}$ and $B_{i} \succ 0$. When $A_{1}, A_{2}, \ldots, A_{m} ; B_{1}, B_{2}, \ldots, B_{m}$ are $\mathbb{R}$-SDC, problem $\left(\mathrm{R}_{\mathrm{m}}\right)$ is reduced to maximizing the sum-of-linear-ratios

$$
\left(\mathrm{SLR}_{\mathrm{m}}\right) \max _{z \geq 0, z \neq 0} \sum_{i=1}^{m} \frac{\alpha_{i}^{T} z}{\beta_{i}^{T} z}
$$

Even though both $\left(\mathrm{R}_{\mathrm{m}}\right)$ and $\left(\mathrm{SLR}_{\mathrm{m}}\right)$ are NP-hard, the latter can be better approximated by some methods, such as an interior algorithm in [21], a range-space approach in [58] and a branch-and-bound algorithm in [40, 38]. Please see a good survey on sum-of-ratios problems in [55].

## Conclusion of Chapter 3

We computed the positive semidefinite interval $I_{\succeq}\left(C_{1}, C_{2}\right)$ of matrix pencil $C_{1}+$ $\mu C_{2}$ by exploring the SDC properties of $C_{1}$ and $C_{2}$. Specifically, if $C_{1}$ and $C_{2}$ are $\mathbb{R}$-SDC, $I_{\succeq}\left(C_{1}, C_{2}\right)$ can be an empty set or a single point or an interval as shown in Theorems 3.1.1, 3.1.2, 3.1.3. If $C_{1}$ and $C_{2}$ are not $\mathbb{R}$-SDC, $I_{\succeq}\left(C_{1}, C_{2}\right)$ can only be empty or singleton. Theorems 3.1.4, 3.1.5 and 3.1.6 present these situations. $I_{\succeq}\left(C_{1}, C_{2}\right)$ is then applied to solve the generalized trust region subproblems by only solving linear equations, please see Theorems 3.2.1, 3.2.2. We also showed that if the matrices in the quadratic terms of a QCQP problem are $\mathbb{R}$-SDC, the QCQP can be relaxed to a convex SOCP. A lower bound of QCQP is thus found by solving a convex problem. At the end of the chaper we presented the applications of the SDC for reducing a sum-of-generalized Rayleigh quotients to a sum-of-linear ratios.

## Conclusions

In this dissertation, the SDC problem of Hermitian matrices and real symmetric matrices has been dealt with. The results obtained in the dissertation are not only theoretical but also algorithmic. On one hand, we proposed necessary and sufficient SDC conditions for a set of arbitrary number of either Hermitian matrices or real symmetric matrices. We also proposed a polynomial time algorithm for solving the Hermitian SDC problem, together with some numerical tests in MATLAB to illustrate for the main algorithm. The results in this part immediately hold for real Hermitian matrices, which is known as a long-standing problem posed in [30, Problem 12]. In addition, the main algorithm in this part can be applied to solve the SDC problem for arbitrarily square matrices by splitting the square matrices up into Hermitian and skew-Hermitian parts. On the other hand, we developed Jiang and Li' technique [37] for two real symmetric matrices to apply for a set of arbitrary number of real symmetric matrices.

1. Results on the SDC problem of Hermitian matrices.

- Proposed an algorithm for solving the SDC problem of commuting Hermitian matrices (Algorithm 3);
- Solved the SDC problem of Hermitian matrices by max-rank method (please see Theorem 2.1.4 and Algorithm 4);
- Proposed a Schmüdgen-like method to find the maximum rank of a Hermitian matrix-pencil (please see Theorem 2.1.2 and Algorithm 2);
- Proposed equivalent SDC conditions of Hermitian matrices linked with the existence of a positive definite matrix satisfying a system of linear equations (Theorem 2.1.5);
- Proposed an algorithm for completely solving the SDC problem of complex or real Hermitian matrices (please see Algorithm 6).

2. Results on the SDC problem of real symmetric matrices.

- Proposed necessary and sufficient SDC conditions for a collection of real symmetric matrices to be SDC (please see Theorem 2.2.2 for nonsingular collection and Theorem 2.2.3 for singular collection). These results are completeness and generalizations of Jiang and Li's method for two matrices [37].
- Proposed an inductive method for solving the SDC problem of a singular collection. This method helps to move from study the SDC of a singular
collection to study the SDC of a nonsingular collection of smaller dimension as shown in Theorem 2.2.3. Moreover, we realize that a result by Jiang and $\mathrm{Li}[37]$ is not complete. A missing case not considered in their paper is now added to make it up in the dissertation, please see Lemma 1.2.8 and Theorem 1.2.1.
- Proposed algorithms for solving the SDC problems of nonsingular and singular collection (Algorithm 7 and Algorithm 8, respectively).

3. We apply above SDC results for dealing with the following problems.

- Computed the positive semidefinite interval of matrix pencil $C_{1}+\mu C_{2}$ (please see Theorems 3.1.1, 3.1.2, 3.1.3, 3.1.4, 3.1.5 and 3.1.6);
- Applied the positive semidefinite interval of matrix pencil for completely solving the GTRS (please see Theorems 3.2.1, 3.2.2);
- Solved the homogeneous QCQP problems, the maximization of a sum of generalized Rayleigh quotients under the SDC of involved matrices.


## Future research

The SDC problem has been completely solved on the field of real numbers $\mathbb{R}$ and complex numbers $\mathbb{C}$. A natural question to aks is whether the obtained SDC results are remained true on a finite field? on a commutative ring with unit? Moreover, as seen, the SDC conditions seem to be very strict. That is, not too many collections can satisfy the SDC conditions. This raises a question that how much disturbance on the matrices such that a not SDC collection becomes SDC? Those unsloved problems suggest our future research as follows.

1. Studying the SDC problems on a finite field, on a commutative ring with unit;
2. Studying the approximately simultaneous diagonalization via congruence of matrices. This problem can be stated as follows: Suppose the matrices $C_{1}, C_{2}, \ldots, C_{m}$, are not SDC. Given $\epsilon>0$, whether there are matrices $E_{i}$ with $\left\|E_{i}\right\|<\epsilon$ such that $C_{1}+E_{1}, C_{2}+E_{2}, \ldots, C_{m}+E_{m}$ are SDC ?

Some results on approximately simultaneously diagonalizable matrices for two real matrices and for three complex matrices can be found in [50, 68, 61].
3. Explore applications of the SDC results.
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## Index

D
definite feasible, 94
diagonal matrix: $\operatorname{diag}\left(\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i n}\right)$, 1

G
generalized trust region subproblem (GTRS), 91
generalized Rayleigh quotient of $(A, B)$., 100

H
homogeneous (QCQP), 98
Hermitian part, 46
M
Moore-Penrose generalized inverse of the matrix , 92

S
set of $n \times n$ complex symmetric matrices, 7
set of $n \times n$ Hermitian matrices, 7 set of $n \times n$ real symmetric matrices, 7
set of all $n \times n$ matrices, 7
set of Lagrange multipliers, 91
simultaneously diagonalizable via congruence, 1
simultaneously diagonalizable via similarity, 1
singular collection, 5
Skew-Hermitian part , 46
Slater condition, 90
non-homogeneous dilation, 53
nonsingular collection, 5
nonsingular pair, 2

P
positive definite interval, 1
positive gap, 6
positive semidefinite interval, 5
Q
QCQP problem, 89
R
Rayleigh quotient of the matrix $A$, 100


[^0]:    ${ }^{1}$ Matlab codes of Algorithm 6, and Julia codes for the first stage are available at https:// sites.google.com/a/qnu.edu.vn/le-thanh-hieu/experiments.

